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Abstract

Case-based reasoning (CBR) concerns the study of intelligent decision sys-

tems based on past experiences. Strongly influenced by cognitive science, the

initial concept of case-based reasoning evolved from results of several conducted

studies concerning the human brain. The quality of these systems is directly related

to the quality of their case bases, which makes the maintenance of the latter of great

importance, as it can be performed at different stages of the case-based reasoning

life cycle .

For the realization of this thesis, our attention has been drawn to the fact

that most work on case-based reasoning systems focuses on the life cycle of

the system once it is operational, or on the maintenance of knowledge container to

avoid performance degradation after several reasoning cycles. However, to exploit

an implemented case-based reasoning system, it must first be developed.

Little attention is paid to the development phase of case-based reasoning

systems, or to the problems that may be encountered during their develop-

ment. Considering the first two stages of development, namely data collection and

acquisition of cases where labeled data are required, we can easily be confronted

with the problem of collecting data which must then be processed, refined and

structured into the form of cases (Problem, Solution). This makes the task of acquir-

ing an initial case base difficult, as it is this that allows the system to be operational

and to enable reasoning.
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Given the scarcity of case bases, often assumed to exist or predefined by

human experts, which is rarely the case , the first contribution consists of a

preventive maintenance strategy at the development stage. Active learning is used

in conjunction with semi-supervised learning to build and enrich the knowledge

container with relevant and useful cases for reasoning.

Since Case-based reasoning systems are implemented to work over a long

periods of time, this results in a rapid expansion of the case base, due to

the retention of cases at the end of each life cycle. This can negatively affect the

quality of the case-based reasoning outcomes and can slow the speed of the query

execution time at the retrieval phase.

As such, we were interested in the second contribution to introduce a second

maintenance strategy, in order to maintain or improve the quality of the case

base built during the development phase, once the case-based reasoning system

is operational. The objective is to reduce the size of the case base using a soft

clustering technique namely, Fuzzy C-means to identify the relevant cases that

should be saved and those that should be removed from the case base. The two

proposed approaches have been validated on a number of databases and the results

obtained are very encouraging.

Keys words: Machine Learning, Case-Based Reasoning, Case Base Mainte-

nance, Semi-Supervised Learning , Active Learning, Sampling strategy, Clus-

tering algorithm.
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Résumé

Le raisonnement à partir de cas (RàPC) concerne l’étude des systèmes de

décision intelligents basés sur des expériences passées. Fortement influencé

par les sciences cognitives, le concept initial du raisonnement à partir de cas a

évolué à partir des résultats de plusieurs études menées sur le cerveau humain. La

qualité de ces systèmes est directement liée à la qualité de leur base de cas, ce qui

rend la maintenance de cette dernière d’une grande importance, sachant qu’elle

peut être effectuée à différentes étapes du cycle de vie du raisonnement à base de

cas .

Pour la réalisation de cette thèse, notre attention a été attirée par le fait

que la plupart des travaux sur les systèmes de raisonnement à base de cas

se concentrent sur le cycle de vie du système une fois qu’il est opérationnel, ou

sur la maintenance des conteneurs de connaissances pour éviter la dégradation des

performances après plusieurs cycles de raisonnement. Cependant, pour exploiter un

système de raisonnement à base de cas, il faut d’abord le développer.

Peu d’attention est accordée à la phase de développement des systèmes de

raisonnement à base de cas, ou aux problèmes qui peuvent être rencontrés

au cours de leur développement. Si l’on considère les deux premières étapes du

développement, à savoir la collecte de données et l’acquisition de cas où des don-

nées étiquetées sont nécessaires, on peut facilement être confronté au problème de

la collecte de données qui doivent ensuite être traitées, raffinées et structurées sous

forme de cas (Problème, Solution). Ceci rend difficile la tâche de disposer d’une

base de cas initiale, car c’est elle qui permet au système d’être opérationnel et de

rendre le raisonnement possible.
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Étant donné la rareté des bases de cas, souvent supposées exister ou

prédéfinies par des experts humains, ce qui est rarement le cas, la première

contribution consiste en une stratégie de maintenance préventive au stade du

développement. L’apprentissage actif est utilisé en conjonction avec l’apprentissage

semi-supervisé pour construire et enrichir le conteneur de connaissances avec des

cas pertinents et utiles pour le raisonnement.

Comme les systèmes de raisonnement à base de cas sont mis en œuvre pour

fonctionner sur de longues périodes, il en résulte une expansion rapide de la

base de cas, en raison de la mémorisation des cas à la fin de chaque cycle de vie.

Cela peut affecter négativement la qualité des résultats du raisonnement à base de

cas et ralentir la vitesse d’exécution des requêtes lors de la phase de remémoration.

Ainsi, nous nous sommes intéressés dans la deuxième contribution à

introduire une deuxième stratégie de maintenance, afin de maintenir ou

d’améliorer la qualité de la base de cas construite pendant la phase de développe-

ment, une fois que le système de raisonnement à base de cas est opérationnel.

L’objectif est de réduire la taille de la base de cas en utilisant une technique de

partitionnement souple, à savoir le partitionnement flou, afin d’identifier les cas

pertinents qui doivent être sauvegardés et ceux qui doivent être supprimés de la

base de cas. Les deux approches proposées ont été validées sur un certain nombre

de bases de données et les résultats obtenus sont très encourageants.

Mots clés: Apprentissage automatique, Raisonnement à Partir de Cas, Main-

tenance base de cas, Apprentissage Semi-Supervisé, Apprentissage Actif,

Stratégie de selection, Algorithme de partitionnement.

viii



P�lm��

Yl� ¾ºAn� Ty�@�� C�rq�� Tm\�� TF�C �w� T�A��� Yl� �¶Aq�� �Wnm�� C¤d§

rykftl� ¨�¤±� �whfm�� CwW� , Ty�r`m�� �wl`�A� dK� A¾r��t� .Tq�As�� 
CA�t��

.©rKb�� �A�d�� Yl� §r�� ¨t�� �AF�Cd�� �� d§d`�� �¶At� �� T�A��� Yl� �¶Aq��

�`�§ Am� , Ah� T}A��� T�A��� d�A�  w�� A¾rJAb� A¾AVAb�C� Tm\�±� £@¡  w� Xb�r�

¨� A¡¦�r�� �km§ T�AyO�� £@¡  � �l`�� �� , ryb� Tym¡� �Ð ry�±� Yl� _Af���

. T�A��� Yl� ¾ºAn� rykft�� Ay� C¤ �� Tflt�� ���r�

Tql`tm�� �Am�±� �\`�  � Tqyq� Y�� An¡Abt�� f� �� , T�¤rV±� £@¡ �yq�t�

, ¢ly�K�  r�m� �A\n�� Ay� C¤ Yl� z�r� T�A��� Yl� �¶Aq�� rykft�� Tm\���

��¤ . d`tm�� rykft�� ��C¤ d`� º� ±� Cw¡d� 	n�t� T�r`m�� �A§¤A� T�Ay} Yl� ¤�

.£r§wW� ¾¯¤� 	�§ , T�A��� Yl� �¶Aq�� rykft�� �A\� �®�tF¯ , ��Ð

.A¡r§wW� ºAn�� ¢��w� d� ¨t�� ��AKm�� ¤� , T�A��� Yl� �¶Aq�� rykft�� Tm\��

�wO���¤ �A�Ayb�� �m� Am¡¤ , r§wWt�� �� �yy�¤±� �ytl�rm�� ¨� ºrm�� r\� �Ð�

�A�Ayb�� �m� TlkK� Th��w� T�whs� �kmy� , TfnOm�� �A�Ayb�� 	lWt� ¨t�� �¯A��� Yl�

.(��,TlkK�) �¯A� �kJ ¨� �y\nt��¤ �yqnt��¤ T��A`m�� Y�� ��Ð d`� �At�� ¨t��

�A\nl� �ms§ ©@�� w¡ �@¡  ± , Tb`} Ty�¤� T�A� d�A� Yl� �wO��� Tmh� �`�§ �@¡

.A¾Ankm� rykft�� �`�¤ �m`�A�

A¾Aqbs� A¡d§d�� �� ¤� A¡ w�¤ |rtfu§ A� A¾Ab�A� ¨t�� , T�A��� d��w� Cdn� A¾r\�

�� Y�¤±� Tm¡Asm��  wkt� , �d�§ A� A¾C A� A� w¡¤ , �y§rK� º�rb� �b� ��

Y�� A¾Abn� XKn�� �l`t�� ��d�tF� �t§ .r§wWt�� Tl�r� ¨� Ty¶A�w�� T�AyO�� Ty�y��rtF�

TlO�� ��Ð �¯A��A� T�r`m�� T§¤A� º�r��¤ ºAnb� ��rJ²� �RA��� ¢bJ �l`t�� �� 	n�

.�¯dtF®� dyfm��¤

«d� Yl� �m`l� A¡@yfn� �t§ T�A��� Y�� dntsm�� �¯dtF¯� Tm\��  ± A¾r\�

	bs� , T�A��� d�A� ¨� �§rs�� �Fwt�� Y�� © ¥§ �@¡  �� , Tl§wV Tyn�E ��rt�

�¶At�  w� Yl� A¾AblF ��Ð r�¥§  � �km§ .Ay� C¤ �� T§Ah� ¨� �¯A��A� _Aft�¯�

.ºA�dtF¯� Tl�r� ºAn�� �®`tF¯� @yfn� T�rF ¸Wb§¤ T�A��� Yl� ¨nbm�� �¯dtF¯�

ix



Ty�A� T�Ay} Ty�y��rtF� �§dqt� �ymth� An� , Ty�A��� Tm¡Asm�� ¨� , ¨�At�A�¤

r§wWt�� Tl�r� ºAn�� A¡¦AK�� �� ¨t�� T�A��� d�A�  w� Yl� _Af��� ��� �� ,

��� �ylq� w¡ �dh�� .T�A��� Yl� �¶Aq�� rykft�� �A\� �y�K�  r�m� , Ahnys�� ¤�

�¯A��� d§d�t� , {�A��� �ysqt�� ©� , T�r� �ysq� Tynq� ��d�tFA� T�A��� d�A�

�� �q�t�� �� .T�A��� d�A� �� Ah�@� 	�§ ¨t�� �l�¤ Ah\f� 	�§ ¨t�� TlO�� ��Ð

Ahyl� �wO��� �� ¨t�� �¶Atn��¤ �A�Ayb�� d��w� ��  d� ¨� �y�rtqm�� �y�hn�� T�}

.T§A�l� T`�K�

:Ty�Atfm�� �Amlk�

¢bJ �l`t�� , T�A��� Yl� Tm¶Aq�� T�AyO�� , T�A��� Yl� �¶Aq�� rykft�� , T�µ� �l`�

.�ysqt�� Ty�EC�w� , CAyt�¯� Ty�y��rtF� , XKn�� �l`t�� , ��rJ²� �RA���

x



Contents

Abstract v

Contents xi

List of Figures xiv

List of Tables xvi

General introduction1

0.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

0.2 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . 2

0.2.1 Thesis Statement . . . . . . . . . . . . . . . . . . . . . . . . . 4

0.3 Purpose of the study and Contributions . . . . . . . . . . . . 5

0.4 Outline of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . 7

1 Case-Based Reasoning (CBR) 10

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.2 Fundamentals of CBR . . . . . . . . . . . . . . . . . . . . . . . . 12

1.2.1 Communities in CBR . . . . . . . . . . . . . . . . . . . . . . . 13

1.3 The case base . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.3.1 Case structuring . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.3.2 Case indexing . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.3.3 Case base organization . . . . . . . . . . . . . . . . . . . . . . 23

1.4 CBR life cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.4.1 Application phase . . . . . . . . . . . . . . . . . . . . . . . . 28

1.4.2 Maintenance phase . . . . . . . . . . . . . . . . . . . . . . . . 34

1.5 Application domains of CBR . . . . . . . . . . . . . . . . . . . . 38

1.5.1 When to use CBR technology? . . . . . . . . . . . . . . . . . . 39

xi



1.5.2 Typologies of applications . . . . . . . . . . . . . . . . . . . . 40

1.5.3 CBR in Medecine . . . . . . . . . . . . . . . . . . . . . . . . . 41

1.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2 Maintenance of the CBR system 44

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.2 Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.2.1 CB container . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.3 Development and maintenance of CBR system . . . . . . . . 49

2.3.1 Development . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.3.2 Maintenance process . . . . . . . . . . . . . . . . . . . . . . . 52

2.4 Case-Base Maintenance . . . . . . . . . . . . . . . . . . . . . . . 55

2.4.1 Quality criteria for CB evaluation . . . . . . . . . . . . . . . . 57

2.4.2 CBM policies . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.5 Related works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3 Machine learning techniques 72

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.2 Supervised Learning . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.3 Unsupervised Learning . . . . . . . . . . . . . . . . . . . . . . . 77

3.4 Semi-Supervised Learning . . . . . . . . . . . . . . . . . . . . . . 78

3.4.1 Self-training . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.4.2 Co-training . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.4.3 Transductive SVM (TSVM) . . . . . . . . . . . . . . . . . . . . 82

3.4.4 Graph-Based . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.5 Active Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

3.5.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

3.5.2 Active Learning Scenarios . . . . . . . . . . . . . . . . . . . . 86

3.5.3 Sampling criteria . . . . . . . . . . . . . . . . . . . . . . . . . 87

3.6 Semi-Supervised Learning in medicine . . . . . . . . . . . . . 88

3.7 Ensemble Learning . . . . . . . . . . . . . . . . . . . . . . . . . . 95

3.7.1 Diversity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

xii



3.7.2 Ensemble learning Algorithm . . . . . . . . . . . . . . . . . . 99

3.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4 Maintenance at the development stage: Active Semi-
Supervised Maintenance (ASSM) approach 106

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.2 Proposed approach for Active Semi-Supervised Mainte-

nance (ASSM) at the development stage of CBR . . . . . . . . 108

4.2.1 Sampling phase . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.2.2 Learning phase . . . . . . . . . . . . . . . . . . . . . . . . . . 116

4.2.3 Stopping criterion . . . . . . . . . . . . . . . . . . . . . . . . 118

4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 120

4.3.1 Data sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

4.3.2 Experimental parameters (CB quality criteria) . . . . . . . . . 121

4.3.3 Results analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 123

4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

5 Case Base Maintenance: Clustering Informative, Rep-
resentative and Divers cases (C_IRD) 133

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

5.2 Proposed approach: Clustering Informative, Representa-

tive and Divers cases (C_IRD) . . . . . . . . . . . . . . . . . . . 135

5.2.1 Soft Clustering to target valuable cases to retain: . . . . . . . . 136

5.2.2 Which cases should be retained and why? . . . . . . . . . . . 137

5.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 139

5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

General Conclusion 144

List of Publications 149

Bibliography 151

xiii



List of Figures

0.1 Thesis Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.1 Communities of CBR (knowledge engineering at the intersection

of AI and cognitive science)[1]. . . . . . . . . . . . . . . . . . . . . 13

1.2 Knowledge containers(based on [2]). . . . . . . . . . . . . . . . . 16

1.3 Relational representation of cases for the breast cancer example

[3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.4 Main types of case organization: flat, structured, semi-structured

[4] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.5 Example of a case structure adapted to the diagnosis. . . . . . . . 25

1.6 Case Based Reasoning life cycle [5]. . . . . . . . . . . . . . . . . . 27

1.7 Case Based Reasoning life cycle [6]. . . . . . . . . . . . . . . . . . 28

1.8 Six REs cycle ( Application and Maintenance phases) (Adapted

[7]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

1.9 Reasoning and decision in CBR[3]. . . . . . . . . . . . . . . . . . . 30

1.10 Abstract of CBR procedure. . . . . . . . . . . . . . . . . . . . . . . 32

1.11 Application phase[7]. . . . . . . . . . . . . . . . . . . . . . . . . . . 33

1.12 Processes of CBR system( development, application and mainte-

nance). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

1.13 The CBR cycle proposed by Göker et al[8]. . . . . . . . . . . . . . 35

1.14 Maintenance phase[7]. . . . . . . . . . . . . . . . . . . . . . . . . . 37

1.15 Hierarchical levels of CBR system’s application according to [9]. 41

2.1 Steps in system development(adapted from[4]). . . . . . . . . . . 50

2.2 Maintenance activities (maintenance at the operational level of

CBR)[3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

xiv



2.3 Case Based Reasoning life cycle: 4 steps and CBM step (Adapted

from [10]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.4 An example of coverage (based on Smyth and McKenna [11]). . . 58

2.5 Diagram of the different strategies and criteria used in CBM[12]. 60

2.6 50 Years CBM: Arc diagram of selected CBM methods [1968-

2020](Adapted from[13].) . . . . . . . . . . . . . . . . . . . . . . . 63

3.1 Supervised Learning[14]. . . . . . . . . . . . . . . . . . . . . . . . 75

3.2 Classification VS Regression. . . . . . . . . . . . . . . . . . . . . . 76

3.3 Unsupervised Learning [14]. . . . . . . . . . . . . . . . . . . . . . 77

3.4 Inductive and Transductive Learning[15]. . . . . . . . . . . . . . . 79

3.5 Active Learning process(Pool-based scenario). . . . . . . . . . . . 85

3.6 Two layer architecture of an ensemble [16]. . . . . . . . . . . . . . 96

3.7 Four approaches to create diversity among classifiers [16]. . . . . 98

3.8 An example of bootstrap sampling. . . . . . . . . . . . . . . . . . 100

3.9 The Bagging algorithm. . . . . . . . . . . . . . . . . . . . . . . . . 101

3.10 heterogeneous ensemble method[16]. . . . . . . . . . . . . . . . . 102

3.11 Bayesian network for medical diagnosis [17]. . . . . . . . . . . . . 103

3.12 Data set representation and margin for SVM. . . . . . . . . . . . . 104

4.1 Architecture of the proposed ASSM with the Sampling phase and

Learning phase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.2 Sample selection using K-means. . . . . . . . . . . . . . . . . . . . 115

4.3 Sample selection using FCM. . . . . . . . . . . . . . . . . . . . . . 115

4.4 Case retention for ASSM(using K-means and FCM) for all datasets.124

4.5 Classification accuracy for ASSM (using K-means and FCM) for

all datasets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

4.6 Comparison of ASSM storage size (%) to state-of-the-art strategies.130

4.7 Comparison of classification accuracy (%) of ASSM to state-of-

the-art strategies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

5.1 C_IRD valuable cases to retain in the CB. . . . . . . . . . . . . . . 137

xv



List of Tables

1.1 Attribute-Value pair representation for COVID-19 example. . . . 19

1.2 Object representation for COVID-19 example. . . . . . . . . . . . 20

1.3 CBR systems in medecine. . . . . . . . . . . . . . . . . . . . . . . . 42

2.1 Comparative summary of recent CBM algorithms. . . . . . . . . . 69

3.1 Advantages of each SSL methods[18]. . . . . . . . . . . . . . . . . 83

3.2 SSL techniques used for medical applications . . . . . . . . . . . . 90

4.1 Description of data sets. . . . . . . . . . . . . . . . . . . . . . . . . 121

4.2 Comparing the performance of ASSM with two sampling strate-

gies (K means, FCM). . . . . . . . . . . . . . . . . . . . . . . . . . . 124

4.3 Comparing performance of ASSM to random retention and stan-

dard CBR retention. . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

4.4 Summary of different CBM strategies. . . . . . . . . . . . . . . . . 129

5.1 Case Bases Description. . . . . . . . . . . . . . . . . . . . . . . . . 139

5.2 Comparing CBR to the two versions of C_IRD. . . . . . . . . . . . 140

5.3 Comparing storage size S (%). . . . . . . . . . . . . . . . . . . . . . 141

5.4 Comparing classification accuracy PCC (%). . . . . . . . . . . . . 142

5.5 Comparing retrieval time in seconds. . . . . . . . . . . . . . . . . 142

xvi



List of acronyms

AI Artificial Intelligence

ASSM Active Semi Supervised Maintenance

AL Active Learning

CAD Computer AidedDiagnosis

CB Case Base

CBM Case Base Maintenance

CBR Case Based Reasoning

C IRD Clustering _ Informative Representative Divers

DAG Direct Acylic Graph

FCM Fuzzy C Means

MCS Multi ClissifierSytem

LMT Logistic Model Tree

ML Machine Learning

PCC Percentage Correct Classification

S Size

SSL Semi Supervised Learning

SMO Sequential Minimal optimization

SVM Support Vector Machine

xvii



S3VM Semi Supervised Support Vector Machine

TSVM Transductive Support Vector Machine

xviii



General introduction

Contents

0.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

0.2 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

0.2.1 Thesis Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

0.3 Purpose of the study and Contributions . . . . . . . . . . . . . . . . 5

0.4 Outline of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

0.1 Background

Influenced significantly by the cognitive sciences, the early concept of Case-

Based Reasoning(CBR) evolved from the results of several studies conducted

on the human brain. Under different definitions in the literature, CBR is considered

as: Reasoning by remembering, Reasoning for reminding, an approach to problem

solving and learning, and it is defined as a sub field of artificial intelligence. Among

the diverse tracks of artificial intelligence, case-based reasoning mimics the human

reasoning process. It is therefore a methodology that has shown great promise in

various domains for the fulfilment of several tasks. Significant work in the field

of medicine using the CBR approach has been notable for several decades now

[19],[20], particularly for the implementation of computer-aided diagnosis (CAD)

systems, which allow physicians to be guided in real time to make a diagnosis.
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It is worth noting that several machine learning methods,including CBR,

have been widely and successfully used in the implementation of computer-

aided diagnosis (CAD) systems, in an attempt to boost the diagnostic capacity of

physicians and reduce the time needed for an efficient diagnosis. However, these

methods rely on considerable volumes of diagnosed (supervised/labeled) instances

required to achieve a certain efficiency. They consider hypothesis derived from a

large amount of pre-diagnosed samples (medical data), i.e. data collected from a

number of medical examinations actually performed and their respective diagnoses

made by medical experts.

Nevertheless, in practice, unlabeled data is often the most abundant and

offers a great richness of information, but the task of labelling this data is

considered to be a burden for human experts, as it is a time consuming and a

costly process that often requires the intervention of an expert. In this regard, semi-

supervised learning (SSL) integrates unlabeled data into the prediction model. In

this sense, semi-supervised learning is halfway between supervised and unsuper-

vised learning: SSL seeks to exploit unlabeled data to learn the relationship be-

tween examples and their labels.

0.2 Problem statement

The implementation of an efficient CBR system is explicitly associated to the

quality of the case base (CB), an essential knowledge container. CBR is a

memory-oriented cognitive model that focuses on how to acquire new skills or

generate hypotheses for new situations on the basis of previous experiences. This

artificial intelligence approach depends heavily on the performance of the case base

to make highly adequate decisions. The quality of the latter is particularly crucial

when considering the implementation of a CAD system using a CBR framework.

CBR is particularly well suited in medecine, as it memics the experts reasoning

process: medical experts use the knowledge they have gained from books and ex-
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periences in exactly the same way that CBR works: by learning by remembering

cases.

Therefor, case base maintenance becomes of great importance when one is

interested in the implementation of a computer-aided diagnosis system us-

ing the case-based reasoning (CBR) approach. This draws our attention to the fact

that most work on case-based reasoning systems focuses on the life cycle of the

system once it is operational, or on the maintenance of knowledge containers to

avoid performance degradation after several reasoning cycles. However, to exploit

an implemented case-based reasoning system, it must first be developed.

Little attention is paid to the development phase of case-based reasoning

systems, or to the problems that may be encountered during their develop-

ment. Considering the first two stages of development, namely data collection and

acquisition of cases where labeled data are required, we can easily be confronted

with the problem of collecting data which must then be processed, refined and

structured into the form of cases (Problem, Solution). This makes the task of hav-

ing an initial case base difficult, as it is this that allows the system to be operational

and to enable reasoning.

Case-based reasoning is a method whose name alone explains its purpose

well enough. The core of these systems is the case base, a primary container of

knowledge that allows the CBR cycle to proceed and the reasoning to be conducted,

in order to deliver adequate solutions to the problems that are presented to the

systems. CBR is an artificial intelligence method that mimics the human reasoning

process, and within this framework the case base represents the human brain.

The question that emerges is: «Can a brain with little experience or knowl-

edge cope with a large number of diverse problems? and solve them effi-

ciently? having an adequate solution to each presented problem?». The answer is

most definitely NO, and the same goes for a limited and non-diverse case base.
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0.2.1 Thesis Statement

According to Creswell [21] researchers usually write at the very least a main

research question and sub-questions. This thesis raises and answers a series of

research questions, this section summarises and formulates these questions in the

form of emerging aspects. Based on the issues discussed earlier, four main aspects

emerge and are addressed, in order to build a quality case base and to cope with

the lack of a labeled case bases:

1. Build a quality case base at the development stage of the CBR system given

a small set of labeled data, and monitor the storage size of the CB to avoid

retention of irrelevant cases,

2. In order to cope with the scarcity of labeled case bases necessary for the im-

plementation of a reliable CBR system for computer-aided diagnosis, the con-

sideration of unlabeled data through semi-supervised learning is required,

3. The impact of active learning in the semi-supervised framework on the per-

formance of the classification module. Where active learning seeks the min-

imisation of the labeling cost of unlabeled data points deemed to be valuable

for learning,

4. Maintain the quality of the case base acquired during the development phase

once the CBR system is operational. Given the risk of degradation of the

quality of the case base after several reasoning cycles that lead to a rapid

growth of the case base.
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0.3 Purpose of the study and Contributions

The main objective of this work is to investigate an approach to build and

maintain a case base during the early stages of the implementation of a CBR

system, namely at the development phase.

The concept of «preventive action» exists in several fields of application,

the initial purpose of a preventive action is to eliminate a perceived weakness

within the system or the origin of a suspected undesirable situation in order to

prevent it from occurring i.e. it corrects problems before they happen. A preventive

action also aims to improve the efficiency of the system.

The first proposed approach can be perceived as a preventive action, which

qualifies it as a preventive maintenance strategy. In engineering preventive

maintenance is a preventive action which aims to reduce the probability of failure

of an element(in our study the case base) or the degradation of the performance

of a service provided ( in our case the service is reasoning), in order to prevent an

equipment from failure ( the CBR system can be perceived as an equipment) [22].

We are mindful of the problems that can arise using a limited case base,

instead of launching a CBR system with a small case base, which may very

likely lead to many reasoning mistakes and a poorly performing system, we ad-

dress these potential problems before they occur, and prevent them from arising

once the system is operational. Indeed, what allows us to qualify our approach as

a preventive maintenance strategy is that it shares exactly the same objectives as

this type of strategy:

1. Increase the reliability of the system,

2. Improve the availability of the system,

3. Reduce failure cost.
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Our maintenance strategy uses machine learning techniques to enrich the

knowledge container known as the case base with relevant and useful data

for reasoning (maintaining the case base while building it, by storing only valuable

cases). The first contribution consists of a maintenance strategy that aims at tak-

ing advantage of unlabelled data, using active learning in conjunction with semi-

supervised learning to select the instances judged as valuable from the pool of

unlabeled data points. The goal is to use this pool of unlabeled data along with the

few labeled data available in order to build a quality case base given the scarcity of

such bases supposed to exist or predefined by human experts, which is not always

the case.

A second maintenance strategy is proposed, in order to maintain the quality

of the case base built during the development phase, once the CBR system

is operational. Given the risk of degradation of the quality of the case base after

several reasoning cycles that lead to a rapid growth of the case base. The case-based

reasoning system is built to run for long periods of time, adding cases to the case

base through the retention phase. As a result, the case base can grow very quickly,

which can negatively affect the quality of the CBR outcomes and slow the speed of

the query execution time at the retrieval phase. To ensure the continuous quality of

the system, we propose a second maintenance strategy.

The objective is to reduce the size of the case base using a clustering tech-

nique, to identify the relevant cases that should be saved and those that should

be removed from the case base to maintain or improve the quality of CBR as much

as possible.
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0.4 Outline of the Thesis

This thesis is organised into five chapters, besides the chapter of the general

introduction. The first three describes the theoretical background and founda-

tions of the approaches proposed in this thesis. The last two chapters describe the

main contributions of this thesis (Figure0.1). It is organised as follows:

The first chapter (Case-Based Reasoning), we have presented the research

axis that inspired our research topic, namely CBR. We discussed the essential

points concerning this methodology, starting with the fundamentals necessary to

familiarize with the different terms of the approach. Thereafter, the structuring and

representation of the case were presented, along with the case indexing and the

case base organization. Afterwards, the CBR life cycle was discussed along with its

detailed steps that allow the manipulation of this knowledge mechanism. Finally,

we concluded this chapter with some CBR applications, discussing how CBR can

be used, and the characteristics that allow this approach to be employed in certain

domains.

The second chapter is (Case Base Maintenance), we further explored the

field of case base maintenance. Understanding the nature of maintenance pro-

cess and how it is related to the overall CBR process is advantageous for identifying

good research opportunities and appreciating maintenance practice. This allowed

us to understand the different courses on which maintenance can be performed,

which draw attention to the fact that most existing CBR papers focusing on the

life cycle of the system once it is operational, but rarely on the stage of develop-

ment or the problems that can be encountered when trying to develop a case based

reasoner, namely, the acquisition of data to build a CB for CBR, as it is a crucial

step for the development of the system, as this knowledge container represents the

heart of CBR.
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The third chapter (Machine Learning techniques) introduced machine

learning techniques, with a particular focus on on the semi-supervised and

active learning used for the implementation of our proposed approach.

Chapter four (Maintenance at the development stage: Active Semi-

Supervised Maintenance(ASSM)approach) describes our first contribution

which is an Active Semi-Supervised Maintenance (ASSM) strategy to build and

maintain a case base at the early stages of development of CBR systems. Perfor-

mance criterion was considered to evaluate the quality of the case bases. The eval-

uation of the proposal demonstrates the effectiveness of ASSM which is interesting

as a CBM strategy, able to be efficient in terms of a controlled growth of the storage

size and scoring satisfying classification.

The last chapter ,chapter 5 (Clustering Informative, Representative and

Divers cases (C_IRD) describes our second contribution, where we seek to

maintain or even improve the quality of the case base built during the development

phase ( first contribution) which might have degraded after several CBR reasoning

cycles. The contribution presented in Chpater 5 is a maintenance approach that

addresses the draw-backs that follow an operational CBR system and the blind

retention of cases.

The conclusion highlights the advantages of the proposed approaches, while

discussing the results obtained throughout this thesis and the perspectives to

be given to this work.
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Figure 0.1 – Thesis Map
.
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Chapter 1. Case-Based Reasoning (CBR)

1.1 Introduction

Would you go under the knife for a brain surgery and trust a surgeon with

little or no experience in the field? To solve complex problems, experience is

mandatory. Experience is gained over time, as we go through life, this experience

is utilized to help us deal with situations that are encountered on a daily basis. For

instance, a doctor employs his experience gained from previous patients and treat-

ments that worked with them, in order to treat a patient with similar symptoms.

Same for a mechanic, his experience gained from previous engine problems is used

to fixed new ones.

Case-based reasoning (CBR) concerns the study of intelligent decision sys-

tems based on past experiences. Strongly influenced by cognitive science, the

initial concept of CBR evolved from results of several conducted studies concerning

the human brain [23]. Published research papers about CBR in different journals

demonstrates the extent of importance given by researchers to this methodology.

CBR is a branch of Artificial Intelligence (AI) that brings together machine

learning and reasoning techniques in order to solve new problems by adapting

solutions that worked for similar past experiences, these past experiences are stored

as cases, to form a case base (CB) [5]. Unlike other problem-solving approaches in

AI, CBR mimics the human way of thinking, it is memory based, which makes it

very similar to the human reasoning process.

For over three decades now, CBR has been a flourishing field, and that is

due to numerous reasons we will be explaining in this chapter, as it is the

main research axis of our thesis. In section2 we present the fundamentals of CBR

systems, necessary for understanding this AI approach, which will allow us on

one hand to familiarize ourselves with the different terms we will be employing

throughout the rest of this thesis.
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CBR methodology allows the manipulation of knowledge in order to solv-

ing problems by finding similar situation modeled in the CB, and adapting

the previous similar situations to the one in consideration. The knowledge mod-

eling requires filed expertise, which is represented in form of cases. In section 3

we discuss the structure and representation of the case, which has implications on

the type of the CBR model manipulated. We present the different models used in

literature, as well as the most used model, along with CB organization and case

indexing. The cases are stored in a memory called the "case base" (CB), considered

as the center of any CBR life cycle. This life cycle implements reasoning by analogy

and has several phases(steps) whose role is to manipulate the system knowledge

in order to achieve the objectives set, as problem-solving tasks and/or knowledge

acquisition. Indeed, CBR does not only support reasoning, it associates problem-

solving with continuous learning[24], as it relies on experimental knowledge under

the form of previous problem/solution patterns. In section 4 we discuss the differ-

ent proposed representation of the CBR life cycle, the application and maintenance

phases, and a discussion of each step that constitute the CBR life cycle. Finally,

in Section 5, we have presented different applications of CBR in many areas and

the tasks that can be performed, and have presented characteristics to distinguish

whether the CBR approach would be applicable to certain areas or not.

1.2 Fundamentals of CBR

Strongly influenced by cognitive science, the initial concept of CBR evolved

from results of several conducted studies concerning the human brain[23].

CBR is found under different definitions in literature; it is seen as: Reasoning

by remembering[25], Reasoning for reminding[26], an approach to problem solv-

ing and learning[27], and it is defined as a sub field of artificial intelligence by

Bergmann et al.[28].
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CBR was originally inspired by the work of Minskey and Schank in the late

1970’s[1]. Shank [29] formulated for the first time the paradigm of Case-Based

Reasoning , but it was only until the end of the 1980s that the research in the field

of CBR really began to take shape. Particularly with the DARPA conferences in

the USA in 1988[30], before making its mark in Europe with the first European

conference in 1993 at Kaiserslautern [31]), and again with the first international

conference in Lisbon in 1995 [32].

1.2.1 Communities in CBR

Case-Based Reasoning is a methodology with roots in artificial intelligence(AI),

cognitive science and knowledge engineering (Figure1.1). CBR means solv-

ing problems based on previous experiences, remembering past situations/cases

to guide the solution of a new problem. It is a study that concerns intelligent deci-

sions based on past experiences, a field in which memory models are studied and

categorized.

Figure 1.1 – Communities of CBR (knowledge engineering at the intersection of AI and cognitive

science)[1].
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1. Artificial intelligence(AI) it is a research field of science and engineering for

developing intelligent systems. AI searches for ways to endow computer pro-

grams with intellectual capacities comparable to those of human being[33],

2. Cognitive science it can be defined as the scientific study of minds and brains

and their processes, be they real, animal or artificial thought, and more gen-

erally of any cognitive system[34],

3. Knowledge engineeringis the field that corresponds to the study of concepts,

methods and techniques that allow the developing of knowledge based sys-

tems in any application domain, in order to help humans to carry out tasks

with little or no prior formalization[35].

In brief, given a case to solve, case-based reasoning includes the following

steps[36]:

• Retrieve relevant cases from the CB ( an appropriate indexing of the CB is

required),

• Select a set of best cases;

• Deduct a solution,

• Evaluate the solution ( to assure that poor solutions are not repeated),

• Store the new solved case in the CB.

CBR is used complete a range of reasoning tasks, such as classification, plan-

ning and design.However, the key to the development of a successful CBR

system is to limit its scopes to a single reasoning task. Known as a lazy learning

method, CBR system can be built without the necessity to learn data specifics or

patterns, just by taking the data coming from a data base.
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Yet, CBR demonstrated to be very useful in many real world application

domains. Some of the reasons are[4]:

• CBR falls under the intersection of numerous disciplines as mentioned earlier,

which open the door to its adoption for diverse applications;

• CBR methodology mimics the human reasoning process. Therefore, when

implementing a CBR system, we are using a human paradigm in a com-

putational framework; while benefiting from the large memory and speed

supplied by a computer;

• CBR does not require a complexes formalization of the problem and is able

to deal with informal questions .

1.3 The case base

The case base is one of the four sources of knowledge required in

CBR(Figure1.2)[4]. The four knowledge containers are: The vocabulary a

container dedicated to the description of problems and solutions in the domain.

The similarity measure encompasses knowledge about cases, and how they are

compared to each other. The case base (CB) the core of the CBR system, as it con-

tains the set of previously solved problems. And finally, Adaptation knowledge it

defines how a retrieved solution is adapted to correspond to a new problem. This

combined knowledge is employed to complete the CBR process. In the next section

we deal with the case base and the cases stored in it.
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Figure 1.2 – Knowledge containers(based on [2]).

1.3.1 Case structuring

The idea of a "case" is to capture information as used in cognitive science to

be used for problem-solving[37]. A case is an instance of a problem-solving

process, in CBR it is generally composed of two disjointed spaces, they are the

two component of the case that need to be distinguished: the problem description

and the solution. The former embody the goals, constraints, initial data and task

description. The last part comprehends the solution as it is, the steps to attain the

solution (or trace), justification and annotation of the solution, along with alter-

native solutions and expectations (what’s expected to happen when obtaining the

solution) [3].

Bergmann, Kolodner and Plaza [37] described the following elements of case

structure:

• A situation and its goal;

• The solution and, sometimes, the means to obtain it;

• The result of its execution;

• Explanation of results;

• Lessons that can be learned from the experience.
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Furthermore, in the case representation, the outcome of a solution can be

captured, if the latter has achieved the desired outcome or not. Accordingly,

a case can be represented by the following tuple <p,s,o>, where p is the problem,

s the solution and o the outcome. Yet, this is not an exhaustive description of the

possible case components, other components can be considered.

Two types of cases can be distinguished: source case and target case[1]. The

source case is the one in which the «problem »and «solution «parts are avail-

able. Thus, this case can be used to solve new problems. As for the target case, it

is the one that carries the problem and whose solution is not available. Depend-

ing on the nature of the problem dealt with, there are several case representations.

Traditional approaches classify them into three categories:

1. Textual representation,

2. Semi-structured representation (component vector),

3. Structured representation.

However, structured case representation is the most widely used in the ma-

jority of the works. Thus, the case is often represented as a set of descriptors.

A descriptor d is defined by a pair d=(a,v), where«a» is an attribute and «v

» is its associated value. A source case is represented by a pair (srce,Sol(srce)),

and the target case by the pair (target,Sol(target)), where Sol(target) is unknown and

for which we would like to provide a result. As the cases are represented by a set

of descriptors then[1] :

• dsi (for i=1,..,n): represents the descriptors of the problem part of the source

case «srce »;

• dci (for i=1,..,n): represents the descriptors of the problem part of the target

case «target»;
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• Dsi (for i=1,..,n): represents the descriptors of the solution part of the source

case «Sol(srce)»;

• Dci (for i=1,..,n): represents the descriptors of the solution part of the target

case «Sol(target)».

1.3.1.1 Problem description

CBR is problem-centered, as it is the principal purpose of the methodology:

problem-solving. The formulation of a problem is related to the context in

which it is stated, hence, each problem formulation requires a different type of

solution. For example: What is the price of this phone?

1. One answer could be: To expensive for us;

2. Another answer could be: 1400$.

In order to find the suitable answer, it is important to know the context in

which the problem is stated. For an accurate statement, the context need to be

included in the problem formulation [4]. In the framework of CBR methodology, we

refer to two types of problems: The problems in the CB, registered as experiences.

These cases are candidate cases for reuse. However, the CBR process is triggered

by a problem, a new problem that motivated the user to look for a problem-solving

method. This problem is referred to as query problem, or simply, the problem.

Essentially, the commonly used terms are: query instead of problem, and answer

instead of solution.

As discussed in the previous section, Attribute-Value pairs is the simplest

and commonly used representation. A sequence of features is used to describe

a problem (f1,...,fn).
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Let us take as an example corona virus (Covid-19) prognosis. Considering

a CBR system in charge of identifying whether a person is having Covid-19

or not. For that, some information about the patient should be gathered as cases.

A possible attribute representation for such scenario is presented in Table1.1. The

solution is the Infected attribute.

Table 1.1 – Attribute-Value pair representation for COVID-19 example.

Attribute Value

Age 61

Sex Female

High 1,65 m

Weight 60 kg

Fever 98.115° F

Body pain Yes

Runny nose Yes

Difficulty breathing No

Infected Yes

Another representation that could be used is Object representation , as it is

very difficult to handle hundred of feature, grouping them by category can

simplify the task. Object representation for the previous Covid-19 example is pro-

vided in Table 1.2 . This representation is not often used because, from a practical

point of view, it can be reduced to a representation by attribute pairs.

The third main type of case representation is Relationship objects, com-

monly visualized as a tree or graph. For this type representation, the is no

homogeneous way to represent all cases, the attributes cannot be localized by their

position. To identify the attribute from the root of the graph a needed use of at-

tribute name along with the path is required. For this knowledge representation

scheme we take the Breast cancer prognosis, as shown in Figure1.3 [3].
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Table 1.2 – Object representation for COVID-19 example.

Epidemiological

data

Sex Female

Age 61

Hight 1.65 m

Weigh 60 Kg

Personal

data

Fever 98.115° F

Body pain Yes

Runny noise Yes

Difficulty breathing No

Infected Yes

Figure 1.3 – Relational representation of cases for the breast cancer example [3].
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1.3.1.2 Solution types

The information about the solution of a case depends on the problem-solving

task[3]. Frequently, CBR is used to predict a label of a class (classification),

given a set of labels L, the solution of the case s ∈ L. Binary classification is widely

used, where two labels indicate a positive or a negative outcome. For instance,

predicting if a device will fail or not in the near future, or given information about a

person, if the later will suffer from an illness or not (prognosis). Yet, some domains

require more than two labels, as an example credit approval domain, where we

can have: low, medium and high risk of credit approving for an individual. This

is known as multi-class labeling, it involves assigning to the solution of a problem

a subset of labels s ⊆ L. Another example of multi-class labeling is diagnosis. A

solution can be represented in a variety of ways[4]:

1. Can be just a solution in the narrow sense;

2. The solution can include :

• Remarks on the strategy used to obtain the solution

• Constraints restricting the solution’s application

• alternative solutions

• ...
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1.3.1.3 Outcome

When outlining the case structure, one of the design decisions is to represent

and store information about how the solution solves the problem[3]. This im-

plies acknowledging the fact that there will be cases with incorrect solutions in the

CB which can be taken advantage of to avoid repetition. Only few CBR systems

include such information, because a failure is handled at the retain stage, where

learning methods are used to avoid future failure.

1.3.2 Case indexing

In the context of CBR methodology, a CB is a collection of cases used for the

purpose of problem solving tasks. A CB is defined as : «A collection of struc-

tured set of cases »(adapted from [4]). A CB is generally a finite source of data,

the particular point concerning case-based reasoning, is how the case base is used.

The usage of CBR demands special ways to handle the CB, heavily referred to as "

memory" in cognitive science. For this purpose, the CB should be organized into a

manageable structure for an effective search and retrieval. Especially when we have

a large memory, a simple linear organization for instance a list, is very inefficient

for retrieval[36].

Case base organization relates to how cases are indexed and retrieved from

memory. Pure CBR lazy approaches do not employ any indexing mechanism

[3]. However, in order to facilitate the CB organization, and thus search for the most

appropriate case(s) for the problem at hand it is necessary to index the cases.
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It should be noted that when searching for appropriate cases, it is the prob-

lem part that will be associated. The problem part is described by a set of

relevant characteristics called «indexes». Case indexing requires assigning indexes

to cases to facilitate their retrieval, numerous guidelines on indexing have been pro-

posed in the CBR context [38]. The index determines the context and situation in

which the case will be searched and retrieved to be proposed for a given problem.

It is necessary to find a way to manipulate the indexes for an optimal configuration.

Both manual and automated methods have been employed to select indexes.

In the case of manual indexing, it is assumed that the purpose of using the

case, including the circumstances under which the case will be useful, is accurately

described. Yet, automated indexing are increasingly used. Moreover, the choice of

indexes depends on the field of application, As Kolodner [39] points out , these

indexes must verify some of the following properties, and index should be:

• Predictive enough in order to play a determining role in the choice of a solution

for a new problem,

• Abstract enough to allow the case to be used several times for the resolution of

several problems,

• Concrete enough for the case to be recognized as quickly as possible for the

resolution of new problem.

1.3.3 Case base organization

Systems using CBR as a problem-solving approach may have several models.

Case base organization is considered once the indexes have been chosen. We

have three main types of case organization[4]: Flat, structured and semi-structured.

Figure1.4 illustrates the three fundamental types of organization.
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Figure 1.4 – Main types of case organization: flat, structured, semi-structured [4]

1. Flat organization: a widely used case base organization in CBR works, as it is

simple to implement and suitable to manage small cases. Cases are organized

within a table, where rows represents cases and columns are attributes.

2. Structured organization: cases can be organized into a structure: hierarchies

and networks. Structured organization is related to the relational case repre-

sentation, where cases are stored according to the relations of attributes.

3. Semi-structured organization: for this type of organization there is no specific

given schema to represent cases in a uniform way within the case base, for

this particular reason they are called loosely structured or unstructured. For

this type the cases are usually hidden within texts or images[4].

We conclude that a case may therefore have several representations. In ad-

dition , a case in the field of medical diagnosis/prognosis has a very specific

formalization this will be the subject of the next subsection.

-Example of a case suitable for medical diagnosis/ prognosis:

In terms of medical diagnosis/prognosis, the case requires an adapted struc-

ture, it is characterized by symptoms or medical features and their values. The

objective is to assign to each case a label that is the appropriate diagnosis/prognosis

taken into account the symptoms or medical features. The structure of cases could

be as follow[40]:
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Problem⇐⇒ Symptoms/medical f eatures

Solution⇐⇒ Diagnosis/prognosis

An example of the structure of a case dedicated to diagnosis is demonstrated

in Figure1.5, the representation used in this example is a vector type represen-

tation (list of attribute-value pair).

Figure 1.5 – Example of a case structure adapted to the diagnosis.
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1.4 CBR life cycle

The number of phases that make up the CBR life cycle may vary depending on

the different literature resources. Aamodt and Plaza[5] where the first author

to have described the CBR life cycle, it defines the process of solving a new problem

by following the four steps known as «4 REs »:

1. REtrieve is the process of searching for similar case(s) within the case base,

2. REuse is an attempt to solve the problem by adapting the retrieved case(s),

3. REvise involves the evaluation and repair of the selected case(s), if the pro-

posed solution is inadequate this process can correct it,

4. REtain is the process of learning, it enables the CBR to learn and create new

solutions; the new resolved case are be added to the case base for future use.

It is also common, in several application areas, to find CBR systems that

are able to retrieve appropriate knowledge, but they leave it to the user to

determine an interpretation of the final decision produced[24]. In these conditions,

the reuse and revise steps are not implemented. In fact, the retrieve step is used

solely to support the reasoning task.
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The classical 4REs model of the CBR life cycle according to Aamodt & Plaza

is presented in Figure1.6.

Figure 1.6 – Case Based Reasoning life cycle [5].

Later, Mille [6] introduced a gentle modification to the cycle by adding a pre-

liminary Elaboration phase to the beginning of the life cycle. The Elaboration

phase is the process in which the target case is built by completing or filtering the

description of a problem from a possibly incomplete description. Figure1.7 shows

the CBR life cycle with the five phases.
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Figure 1.7 – Case Based Reasoning life cycle [6].

Each of the 4RE phases of the classical CBR life cycle presented by Aamodt

and Plaza [5] will be discussed separately in the following subsections, as well

as other phases proposed in literature.

1.4.1 Application phase

Reinartz et al.[41] regrouped the three first steps of the CBR life cycle, namely:

retrieve, reuse, and revise phases under the appellation of Application cy-

cle(phase). A revisited version of the 4REs is proposed, as the model is deemed to

provide a complete description of the running system, but regarding its mainte-

nance, the model is insufficient. The CBR life cycle is extend and decomposed into

an Application and Maintenance cycles (phases) (see Figure1.8).

28



Chapter 1. Case-Based Reasoning (CBR)

Figure 1.8 – Six REs cycle ( Application and Maintenance phases) (Adapted [7]).

Unlike the four steps model, the six steps model allows new cases to be

added to the CB in two ways:

• As a problem introduced to the system at the retrieve step,

• Other knowledge entering at the retain step.

CBR methodology consists of finding a solution to a given a new problem

by retrieving and reusing previous experiences stored in the CB. The problem-

solving episode involves the retrieve and reuse stages of the CBR system, as well

as some feedback ( evaluation) that can be obtained in the revise phase, where a

remade solution is generated and annotated with the evaluation outcome[3], as

shown in Figure1.9.
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Figure 1.9 – Reasoning and decision in CBR[3].

1.4.1.1 Retrieve

The intention behind any problem-solving method is to obtain a good solution,

ideally the best solution [4]. The question that requires an answer is «What case

in the CB has the most suitable solution that can be reused to solve the new problem?»

Given the description of a query problem, a retrieve algorithm should search

for most similar cases to the current problem using its index. The retrieval al-

gorithm depend on the indexes and the organization of the CB to target potentially

useful case(s). The following tasks should be performed:

1. Feature identification: define the problem and deduce the problem descrip-

tion,

2. Search the CB to retrieve case(s),

3. Matched retrieved case(s) according to a similarity measure,

4. Select the most suitable case(s) for the query case.
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Once similarity is calculated between the query case and cases in the CB

using similarity measures, ranking and selection tasks take place. As the re-

trieve phase turns a set of cases with various similarity degrees to the query Cq,

the most suitable case(s) should be selected for use in the reuse phase (Figure 1.9).

As a result , cases are ranked given a preference relation induced by their utility

for solving a case[3].

Two approaches are considered in the retrieve phase [1], those:

• Based on the calculation of the similarity between the source case and target

case,

• Using in addition to the notion of similarity the notion if diversity.

The objective of the first approaches is to find case(s) within the CB that

are similar to the current problem, by measuring their degree of matching, in

the sense that they are easily adaptable to this new problem. As for the second

type of approaches, their objective is to recall case(s) similar to the target case, and

choose among these cases those that are not very similar to each other. Amid the

well known methods for case retrieval are: nearest neighbor, induction, knowledge

guided induction and template retrieval. Generally these methods are used along

or combined to make a hybrid retrieval strategy.

1.4.1.2 Reuse

Using a case is to reuse a previous experience for a new problem. If the new

problem is identical the previous one (retrieved case supposedly successful),

then the reuse is simple where we just copy the old solution. The reuse Principe for

a selected case is presented in Figure1.10.
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Figure 1.10 – Abstract of CBR procedure.

If the new problem differ from the retrieved case, adaptation is required.

Fuchs et al.[42] consider adaptation as a plan, whose initial state is the starting

solution and the final state is the adapted solution.

It is infrequent to be able to reuse directly the solution as it is stored. This

especially happens if the new problem does not differ in essential aspects from

the nearest neighbor selected from the CB [4]. It is recommended then to adapt the

stored solution before reusing it, in order to best suit the new problem. This phase

can be carried out either through human intervention (manually),or automatically

using algorithms, methods, formulas, rules, etc.

1.4.1.3 Revise

Revise phase begins when a solution is proposed to solve the new problem,

and it is complete when the solution is confirmed. The aim of this phase is to

evaluate the relevance of the proposed solution at the end of the reuse phase[4].

The revise phase includes solution evaluation, along with the solution repair, if

needed.
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This evaluation concerns several actions that can be employed[6], it can be

done in real world directly through an evaluator, or indirectly by calculating,

for example, a measure for certain conditions in the application domain. Generally,

a loop between reuse and revise is regularly performed, until the correct solution is

obtained. Moreover, at the end of the revise phase, additional information could be

gathered (explanation of failure for instance) and saved for future problem-solving

improvements[3].

A sub-process of the application cycle is illustrated in Figure1.11, where the

three steps along with the task decomposition of each one is presented.

Figure 1.11 – Application phase[7].

None of the application phase steps introduce any changes on the knowl-

edge container of the CBR system, it is just the phase where a user solves a

problem using previous experiences already stored in the CB. ‘
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1.4.2 Maintenance phase

During maintenance, the CB quality is monitored using machine learning meth-

ods that allow the application of a maintenance strategy. Maintenance is com-

monly defined in software engineering and knowledge engineering as an activity

that takes place after the development of the system is completed, and the applica-

tion has already been deployed to exploitation [3] (see Figure1.12).

Figure 1.12 – Processes of CBR system( development, application and maintenance).

Maintenance consists of introducing changes on the system, for the purpose

of correcting faults, improving performance or the system features, and also

to adapt the system to eventual changes in the environment in what is known as:

Corrective, Perfective and Adaptative maintenance, respectively[4]. In the original

CBR life cycle proposed by Aamodt and plaza[27], the maintenance step consists

only of the retain phase[7].

1.4.2.1 Retain (According to Aamodt & Plaza [5])

Retaining cases in the CB is the point that enables changes to be introduced into

the CBR process through the new solved cases (description of the query and

the revised solution) stored in the CB. This phase consists of incorporating what

is useful to retain into the case base and synthesizes new knowledge that will be

reused later.
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The storage of a new case thus allows to enrich the case base allowing the

increase of the system experience. The decision to either retain a case or not in

the memory relies on whether a CBR system has some introspective maintenance

policy as analyzing the state of the CB and future problem-solving or for instance

the utility problem(deals with the size and retrieval time of a CBR system). At this

particular step, the CBR begins the maintenance phase[3].

However, maintenance can be computationally expensive which decreases

the system efficiency if it is executed during every application cycle[43]. To

solve this, a separated maintenance cycle was introduced by Göker and his co-

authors[8], which was then developed by Reinartz et al.[7] to the six steps cycle.

The maintenance cycle proposed by Göker et al.[8] runs when a particular condition

is satisfied (for instance the CB reaches a predefined limit), or when a knowledge

engineer deems that maintenance is necessary[44].

Göker and his co-authors’s maintenance cycle[8] is presented in Figure1.13,

every time a new problem arises, the application cycle (Retrieve, Reuse and

Revise steps) is performed normally.

Figure 1.13 – The CBR cycle proposed by Göker et al[8].
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The next step in the cycle is the Recycle step, it encompasses two functions,

first of all it is a continuation of the application cycle, as it puts the generated

solution to use [43]. Second, if the system generates an incorrect solution, and the

user generates a new one, it is stored in a buffer and send to the maintenance cycle.

Retain and Refine are the steps that constitute the maintenance cycle:

1.4.2.2 Retain(According to Göker et al.[8])

In this step, the CBR administrator checks the new cases are checked for quality.

The cases must have correct, relevant and applicable solutions.

1.4.2.3 Refine(According to Göker et al.[8])

In this step, the aim is to optimize the CB performance by refining this knowl-

edge container, in order to keep it correct, with a maximal coverage and no

redundant cases. The cases that were examined for quality in the retain step are

now examined to see if retaining them in the CB may cause redundancy or incon-

sistency.

The proposed six steps CBR model presented by Reinartz and his co-authors

[41] is another variation of the CBR life cycle. An extension of the original

four steps model was proposed, by adding two steps into the maintenance phase,

namely, Review and Restore(see Figure1.14). The revised model (see Figure1.8) em-

phasizes the importance of maintenance in modern CBR.
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1.4.2.4 Review

The review stage consists of measuring and monitoring the CB (Figure 1.14) as a

consequence of the actions performed in the retain stage. This step consists in

considering the actual state of the memory (CB) and assesses its quality[7]. Includ-

ing new cases in the memory can degrade the efficiency of the systems, to this end,

appropriate quality measure are used to indicate the quality of the assessed CBR

system. Several measure are considered for this task, they are generally grouped

under: Syntactical measures and sementical measures[3].

Syntactical measures such as consistency, uniqueness and minimality[7] are

not based on the knowledge domain, except for correctness, which is directly

related to domain theory. In contrast to the syntactical measure, semantical mea-

sures as case density or CB distribution use domain knowledge. Coverage and

reachability are also very well-known used quality measure (these points are dis-

cussed in more detail in Chapter2).

The use of quality measures serves as monitoring operators that allows a

continuous control, as specific indicators lead to the initiation of the restore

step[7]. These measures are useful especially when a degradation in the quality is

noted, the review step suggests changes that can help bring the quality back to the

desired level.

Figure 1.14 – Maintenance phase[7].
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1.4.2.5 Restore

Restore step encompasses two tasks (Figure1.14), Select and Modify. When the

review steps indicates that is necessary to get back to a desired quality level,

operators are selected and used to modify the content of the CBR system. A main-

tenance algorithm is used to decide which operator is used to restore the desired

quality, several operators can be used in the restore step: addition, deletion, spe-

cialization or generalization,etc [43].

1.5 Application domains of CBR

CBR algorithms have been successfully applied to a large range of tasks in

several domains including the following[38],[9]:

• legal reasoning,

• health science,

• industrial, juridical and financial analysis,

• maintenance,

• real estate appraisal,

• forecasting,

• etc
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Very interesting papers are published in the book «Successful case-based

reasoning applications »[24], the book collects a set of excellent papers on

CBR application in many fields. Even after fifty years of existence, CBR continues

nowadays to be employed for the implementation of applications in several areas,

for instances: emergency decision making model for environment emergencies[45],

energy optimization [46], real estate evaluation[47], deciding solution of mechani-

cal failure of a car[48], monitoring elder people[49], diagnosis of gastrointestinal

cancer[50], detection and classification of nosocomial infections[51], bankruptcy

forecasting[52],telemedicine[53], ect

Several types of applications are also found, namely, knowledge manage-

ment, planning, decision supports, classification and diagnosis. According to

authors, typologies of applications of CBR are proposed, they depend on the field

addressed and the nature of the task to be carried out.

1.5.1 When to use CBR technology?

CBR is a methodology used to develop knowledge based systems. Althoff[9] de-

fined characteristics of a domain to distinguish whether CBR approach would

be applicable :

1. Existent records of previously solved problems,

2. Problems are repeated and the experiences learned may be essential in the

future, they are considered an asset that must be preserved,

3. Remembering previous cases becomes intuitive when lacking case history,

4. Examples are given by specialists when discussing the domain ,

5. It is acceptable to use approximate solutions.
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The last condition is more of a necessity ( requirement), as opposed to the

first points which may not all be met. The last point helps provide more or

less appropriate (similar) solutions. If all the necessary conditions are met, then the

implementation of a CBR system is plausible and the study of the field of applica-

tion can begin. This study therefore depends on the nature of the application, its

characteristics and the objectives to be achieved. The CBR systems differ between

them by the formalization of the case, the use of knowledge models, the stages of

the cycle and the different algorithms and methods used in each stage.

1.5.2 Typologies of applications

Among the very first categorizations, one has been proposed by Watson &

Marir[38], the authors divided the applications according to the type of use:

commercial and academic applications. While Althoff and his co-authors[54] de-

compose the applications according to the type of tasks to be performed.

Althoff[9] proposed four hierarchical levels by introducing the notion of

hierarchy of applications in relation to the complexity of problem-solving (see

Figure1.15):

1. Case-based classification is at the first level of the hierarchy in which the

solution of the problem is related to the selection of one or more classes;

2. Case-based diagnosis comes just after, it is considered as a generalization

of classification. This generalization concerns the general knowledge of the

domain that will search for necessary information (symptoms) in a diagnosis

process;

3. Case-based decision support is on the third level of the hierarchy and distin-

guishes symptoms of problem solving which are not always direct or visible;

4. Case-based knowledge management is a more general and complex applica-

tion, in which no method or reasoning can be directly applicable.
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Figure 1.15 – Hierarchical levels of CBR system’s application according to [9].

1.5.3 CBR in Medecine

What drew our attention to the CBR approach was the remarkable success that

this application has had once implemented in the field of medicine, and the

number of CBR systems proposed in the field to date, for instance the COVID-19

diagnostic system proposed by Smiti and Nssibi [55]. The reason that motivated

our research question is therefore the amount of important work done in the field

of medicine, and subsequently we searched a little deeper, focusing on one of the

primary steps for the implementation of CBR systems which is the acquisition of

the case base.

Therefore, we have decided to dedicate a section of our thesis to summaries

in Table1.3 some of the well-known CBR systems in medicine. A more elabo-

rated survey is presented in [56] ,[20] of medical CBR systems proposed in the past

few decades.
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Table 1.3 – CBR systems in medecine.

Name of the system Objective Year,Ref

SHRINK diagnosis of psychiatric disorders 1987,[57]

PROTOS diagnosis of auditory disorders 1987,[58]

CASEY diagnosis of cardiac disorders 1988,[30]

Florence diagnostic, pronostic et prescription de soins infirmiers 1993,[59]

MERSY taking care of workers’ health in rural areas 1995,[60]

MacRad interpretation of medical images 1998,[61]

KASIMIR treatment of breast cancer 2000,[62]

FM-Ultranet diagnosis of fetal deformities 2003,[63]

ICONS antibiotic treatment 2007,[64]

RespiDiag Diagnosis of Chronic Obstructive Pulmonary Disease 2014,[56]

CEDS Diagnosis of Cholera 2015,[65]

BTCBRsys Breast cancer diagnosis 2017,[66]

/ Diagnostics of Cardiovascular Diseases 2020,[67]

/ COVID-19 Diagnosis 2020,[55]

1.6 Conclusion

Amid various Artificial Intelligence tracks, Case based-Reasoning (CBR) mim-

ics the human reasoning process. Hence, it is a methodology that has been

very promising in various domains for several tasks. In this first chapter of our

thesis, we have presented the research axis that inspired our research topic, namely

CBR. We discussed the essential points concerning this methodology, starting with

the fundamentals necessary to familiarize with the different terms of the approach.

Thereafter, the structuring and representation of the case were presented, along

with the case indexing and the case base organization. Afterwards, the CBR life

cycle was discussed along with its detailed steps that allow the manipulation of

this knowledge mechanism. Finally, we concluded this chapter with some CBR

applications, discussing how CBR can be used, and the characteristics that allow

this approach to be employed in certain domains. The success of CBR even after
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forty years of existence, and the fact that it is still today a highly rated artificial

intelligence approach is the reason we have been interested in this methodology.

Particularly, we are interested in the "heart of CBR" systems, namely, the case base,

the acquisition of knowledge, and its maintenance. As can be seen in the conditions

of application of CBR in any domain, the first point is the existence of records pre-

viously solved problems[9].Thus, this associates the learning aspect of any model

to its case base (or the training set). Yet, we face a major obstacle when it comes to

CBR systems, particularly for medical applications, namely the difficulty of assem-

bling labeled case bases, traditionally assumed to exist or determined by human

experts a point that we will develop in the following chapters.

43



2

Maintenance of the CBR system

Contents

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.2 Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.2.1 CB container . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.3 Development and maintenance of CBR system . . . . . . . . . . . . 49

2.3.1 Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.3.2 Maintenance process . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.4 Case-Base Maintenance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

2.4.1 Quality criteria for CB evaluation . . . . . . . . . . . . . . . . . . . . 57

2.4.2 CBM policies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.5 Related works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

44



Chapter 2. Maintenance of the CBR system

2.1 Introduction

Case-Based reasoning systems are implemented to operate over a long period

of time, supporting active learning of new cases through to the retain step

of the classical CBR life cycle. A long term CBR application eventually lead to an

acknowledgment of the importance of maintaining the case based reasoner.

The retention of cases in CB at the end of each CBR life cycle leads to a very

rapid growth of the CB, which can negatively affect the quality of CBR, and

results in a slow execution of queries in the retrieve phase. This performance degra-

dation is due to memory swamping or the exposure to harmful experiences[68].

Both factors affect the general utility of a CBR system. The swamping problem is

related to the cost of searching in a large CB for suitable cases to solve the current

problem. Meanwhile, the harmful experiences assert that some cases within the

CB may degrade the performance of the system, namely, irrelevant, incorrect and

redundant cases.

To avoid performance degradation, CBR systems must be maintained, and

various works have been proposed to cope with the mentioned challenges. All

with the same goal, namely to insure and enhance an efficient CBR process. The

proposed enhancement target different parts of the CBR course, and are divided

into : maintenance policies and integration of maintenance with the CBR process.

Some studies centered their attention on the reasoner part ( e.g., defining two steps

Review and Restore to integrate maintenance in the CBR life cycle[7]), others fo-

cused on the CB being the essence of the learning for the CBR system. In a work

presented by Iglezakis et al.,[69] the author recommends the CB scanning, as it

is the knowledge container in CBR systems. The CB is sensitive to changes and

its consultations is important to activate the maintenance activities. This mainte-

nance is manifested by a set of possible actions, such as the deletion of irrelevant

cases, selection of groups of cases enabling the elimination redundancy and im-

prove the reasoning power of the system, in addition to rewriting cases to repair
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inconsistencies[11]. Moreover, CBM can begin with an analysis process[44], this

process allows the maintenance operations to start, and it can be done «online»or

«offline». These maintenance operations are based on CB quality assessment crite-

ria.

A key feature of CBR is that when it comes to learning, the latter is incre-

mental and continuous. Newly solved cases are added to the CB (retain step),

thus the learning is involved in the problem-solving process itself. We begin this

chapter in Section 1 dedicated to learning in CBR, particularly learning related to

the CB knowledge container.

According to Oxford Learner’s dictionaries, maintenance is the act of keep-

ing something in good condition by checking or repairing it regularly. It has

already been mentioned before, maintenance is generally defined in software engi-

neering and knowledge engineering as an activity that takes place after the devel-

opment of the system is completed, and the application has already been deployed

to exploitation[3].

Accordingly, it is natural to discuss the development of the system first, be-

fore moving on to system maintenance. In this work we draw attention to the

fact that most existing CBR papers focusing on the life cycle of the system once

it is operational, but rarely on the stage of development or the problems that can

be encountered when trying to develop a case based reasoner, namely, the acqui-

sition of data to build a CB for CBR, as it is a crucial step for the development of

the system, as this knowledge container represents the heart of CBR. In section 2,

we discuss the development phase and maintenance process, along with the main

maintenance activities and the framework to categorize maintenance polices. Un-

derstanding the nature of maintenance process and how it is related to the overall

CBR process is advantageous for identifying good research opportunities and ap-

preciating maintenance practice. In section 3 we detail the concept of case base

maintenance, and discuss the different quality criteria for the evaluation of the CB,

in addition to three different categorizations of CBM policies found in literature.
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The issue of maintenance arises when considering the development of case-

based reasoner, a support tool is required to monitor the state of the system

and to determine whether, when and how to updated the system’s knowledge in

order to accomplish the performance goals set. Section4 in a related work section

where we present and discuss different CBM algorithms, how they operate, the

direction of the approach and summarized the different strategies in a table for a

better reading guided by a comparison according to some key characteristics.

2.2 Learning

Learning is a process in which a constructed representation of experience is

constructed [70]. Maintenance is a process in which that organized represen-

tation may be subject to change, which makes learning and maintenance comple-

mentary. CBR is a methodology for both reasoning and learning, the reasoning part

was detailed in Chapter1, as for learning, it can be performed at different stages of

CBR life cycle. Although CBR has been defined as a lazy learning approach[3]due

to the fact that no learning effort is committed when storing cases in the mem-

ory, but dedicated at problem-solving time when reusing the case, a more practical

case-based learner necessitates eager methods for an efficient problem-solving.

A learning can start with a simple retention of a case after revision, to a

more advanced machine learning algorithm or CBM strategy. However, the

way of learning changes according to the stage at which it is applied, i.e., there is

a difference between the learning at the revision step of the life cycle and while

maintaining the case based reasoner. The former is a local step, is deal with only

one case with respect to a given query, the policy usually employed is to change

the case as little as possible[4]. As for the last one, it is more global, maintenance

has influence on the CB in its entirety, as it deals with more global aspects than just

one case as in the revision step.

47



Chapter 2. Maintenance of the CBR system

The purpose behind learning is improvement, it is always associated to the

system’s development, application and maintenance and performed at any of

the three stages, it is applied to any knowledge included in the case based rea-

soner, i.e., the knowledge container. In this chapter we are particularly interested

in learning during the maintenance phase, to enhance the quality of the CB.

2.2.1 CB container

One of the essential characteristics of CBR is that when it comes to learning,

the latter is incremental and continuous. Newly solved cases are added to the

CB (retain step), thus the learning is involved in the problem-solving process itself.

Still within the framework of general learning, we recognize two contradictory

demands on the CB:

• A CB should be well informed to supply good solutions to any given queries,

• A CB should be small for an efficient retrieval.

The aim of this learning is to improve the CB, for an efficient reasoning. Yet,

to acquire a well informed CB, new cases resulting from the revise step are

retained if this seems to be appropriate, and this may even be disadvantageous for

the CB as it leads to an uncontrolled growth of the storage size[4]. In this view,

the retain stage is considered as a place for more involved learning activities. To

be able to achieve learning’s demand, some useful properties then must be defined

(Section Quality criteria for CB evaluation).
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2.3 Development and maintenance of CBR system

Most CBR work focuses on the short life cycle of the system once it is opera-

tional, but rarely on the stage of development and the problems that can be

encountered when trying to develop a CBR system. Development and maintenance

of any project are closely related [4], moreover, development is considered mainte-

nance on a zero basis. Development is not discussed in the CBR life cycle, yet, when

dealing with CBR, the system development is the primary step one has to perform.

Closely related to maintenance, development also involves filling and structuring

knowledge containers, aiming to improve the system. The only difference is that

development takes place first, followed by maintenance once the application has

already been deployed to exploitation[3].

2.3.1 Development

Several reports describe how CBR system have been developed, it is recognized

that this is a creative task. This is analogous to the way computer programs

were developed in the early days[2]. The steps of the development of a CBR sys-

tems are similar to the steps of development of any other system, the process is

highlighted in Figure2.1.
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Figure 2.1 – Steps in system development(adapted from[4]).
.

2.3.1.1 Data collection

It is important to emphasize that there is no entirely automated method for

building a CB, of course there is always exceptions, as situations where the

cases come from a preexisting CB or a data base. Cases are extracted from the raw

data once processed and refined, thereafter they are structured to have the form of

a case, that is:

• Queries;

• Solutions.

It is possible that the data available from the given raw data may not be

sufficient, for instance when one wants to implement a Computer-Aided Di-

agnosis(CAD) system for diseases whose conditions are difficult to diagnose using

a CBR framework, or simply when one wants an effictive CAD system, a valuable

CB is crucial. For this reason it is necessary to consider additional data extracted

from other sources [4].
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2.3.1.2 Case acquisition

The development step we are most interested in are the second and third step,

namely, «Finding and getting data»and «Case acquisition». The acquisition of

data to build a CB for CBR is a crucial step for the development of the system, as

this knowledge container represents the heart of CBR.

From this point on, it becomes imperative to question data acquisition,

which sometimes seems problematic, and to look for a way to build and main-

tain a quality CB for an efficient CBR system.

The problem of data acquisition is especially but not solely met in fields

like medicine for applications such as CAD systems, as this data need to be

supervised. Supervision (labeling) is performed by medical annotators with special

expertise to ensure that this knowledge is used for learning tasks: training models

to make correct predictions, and to achieve reasonable efficiency for CAD systems.

This supervision can be seen as a burden for expert annotators, which is very

difficult and time-consuming. This labeled training data represents the CB for a

CBR system, and a competent CB is needed to correctly represent the variance of

the data space, otherwise the generalization performance of the system will be very

poor [71].

Taking the above cited challenge into consideration, one deducts that main-

tenance can be integrated at the development stage to cope with the problem

that arises.
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2.3.2 Maintenance process

Understanding the nature of maintenance process and its connection to the gen-

eral CBR process is advantageous for identifying good research opportunities

and appreciating maintenance practice. Indeed, there is more to case retention than

simply which cases should be stored and learned from, one quickly realizes the im-

portance of CBM. The success of CBM is not exclusively related to the maintenance

policy, but also on how this maintenance is integrated within the overall CBR pro-

cess.

The revision step is considered an elementary maintenance operation, as it

is local, and deals with one case in relation to a given query, but maintenance

is much more general. Maintenance of CBR is concerned with:

1. Correction,

2. Improvement of performance,

3. Adaptation to changed environment and changed knowledge.

The issue of maintenance arises when considering the development of case-

based reasoner, a support tool is required to monitor the state of the system

and to determine whether, when and how to updated the system’s knowledge in

order to accomplish the performance goals set.

Leak and Wilson[44] took interest in the CBM process, and gave one of the

very first analysis of this process. The objective of this analysis is to help deter-

mine when and mainly how a case-based reasoning system performs maintenance,

this is achievable by the categorization of the CB maintenance approaches accord-

ing to specific defined policies.
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The framework to categorize maintenance polices is described in terms of :

• How to gather data relevant to maintenance;

• How they decide when to trigger maintenance;

• Type of maintenance operations available;

• How to execute the selected maintenance operations.

In the framework presented by Leak and Wilson[44], we can distinguish three

main activities (see Figure2.2) :

Figure 2.2 – Maintenance activities (maintenance at the operational level of CBR)[3].
.

1. Data collection: where information about the CB is gathered and analyzed

(e.g., how many time a case has been used or how many times a case has

been used and presented unsuccessful results),

2. Triggering: the information extracted during the data collection stage is used

as input to determine whether maintenance is required, and to select the

appropriate maintenance actions from a range of possible operations,
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3. Execution: at this stage, a description of how the selected operation is actually

applied to the knowledge container, which leads to a certain modification.

Yet, Leak and Wilson explain that the described framework in their paper "Cat-

egorizing Case-Base Maintenance: Dimensions and Directions"[44], is a char-

acterization of a basic combinations of policy attributes. Multiple maintenance poli-

cies may be in a single CBR system, each policy appearing at a different stage of

the system’s maintenance agenda.

Data collection is used to measure the knowledge of a system. A task that

can be deployed according to the granularity (type of data), timing, and inte-

gration of the measurement with the CBR application [3]. Collecting data means

gathering information about individual cases, and/or the whole CB and the gen-

eral processing behavior of the CBR system. For instance : data collection about

an individual case might concern recording the number of times a case is used

successfully, or when it has failed.While data collection about the whole CB could

concern, for instance, monitoring the size of the CB.

A. Type of data (also called granularity): three approaches exist to collect and

analyze data, this helps deciding when CB maintenance is needed .

The most simple one is not collecting data at all, these methods are referred

to non-introspective. These methods collect no data and tend to make mainte-

nance decision regardless of the present or past state of the CB. This is the

most used approach in CBR sytems.

Meanwhile, Synchronic approaches have a more sophisticated reasoning.

Where they consider a snapshot of the current state of the CB, in a part or as

a whole. By examining this information, we can for instance decide if a case

is valuable to add to the CB because it increases its competence or if the case

in question can effect and degrade the competence[72]. Yet, the most informa-

tive approach are referred to as diachronic. The latter enables the monitoring
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of the CB regarding to changes in the environment. Synchronic and diachronic

are referred to as introspective, since they examine the internal state if the CB.

B. Timing : the maintenance policy triggering may be periodic, conditional or ad

hoc .

Periodic methods have a given frequency to collect data, as for example, collect-

ing data at the end of each problem solving cycle. Conditional method follow

certain conditions, for instance, they prevent the number of cases in the CB

to go over a certain threshold. Ad hoc timing is used when an expert or even

the user activates the data gathering, for instance, to initiate tests on the CB

in order to determine whether maintenance is needed.

C. Integration : data collection may operate online during the active reasoning,

or offline when there is a pause, for instance while waiting for the user’s input

.

2.4 Case-Base Maintenance

Case-Base Maintenance is defined by Leak and Wilson[44], as process of refin-

ing the CB to enhance the performance of a Case-Based Reasoning system. In

[73] CBM is defined as the process of maximizing the quality of solutions of the

CB or minimizing its cardinality. In modern approaches, CBM is recognized as an-

other separate step of the case-based reasoning methodology (see Figure2.3). This

step aims at supervising the knowledge stored in the CB for a more efficient and

accurate reasoning process[10].
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Figure 2.3 – Case Based Reasoning life cycle: 4 steps and CBM step (Adapted from [10]).

It is crucial to understand the issues highlighted by a maintenance problem

and use this to develop good maintenance strategies in order to assist and

improve efficiency and quality of the solutions that the system offers, knowing that

its case base is constantly growing and tasks or environment may change over time.

Policies are implemented aiming to ease the reasoning for a specific set of

performance objectives, through the revision of the organization or the con-

tent of the CB. Revision of the domain information of the CB by adding or deleting

cases, or even revising the case representation, changing from a list presentation

to a feature-vector representation. Performance objectives are referred as an assess-

ment of the behavior within the an initial CB of a particular CBR system and a

sequence of problems solved. These objectives are either quantitative (e.g., reaching

a precise problem-solving time) or qualitative (e.g., enhancing the competence of

the system).
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2.4.1 Quality criteria for CB evaluation

A CB is qualified effective if it can answer as much queries as possible, effi-

ciently and correctly[40].This evaluation of the CB quality is made according

to numerous criteria proposed in the literature: inconsistency, redundancy, abstraction

and relevancy. However, for the evaluation of the CB two main important criteria

are employed Competence and Performance. Coverage and Reachability notions are

the basis of these criteria:

• Competence: we measure the competence of a CB by the range of problems

it can satisfactorily solve (resolution ability). Thus, the competence of a CB

represents the coverage of the case it contains.

• Performance: directly related to adaptation and results cost, performance of a

CB is measure by the response time required for a given query.

Numerous approaches focus on conserving the competence of the CB, a mea-

sure indeed based on the two notions of Coverage and Reachability [72].

• Coverage: considered as an important competence property, the coverage of a

case refers to the set of target problems that the case can be used to solve.

• Reachability: an important property for competence as well as coverage, reach-

ability of a given case, deal with the set of cases that can be used to provide a

solution for a particular case.
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Given a CB {c1 ,. . . ,cn} and a set of target cases «T »{t1,. . . ,tr} . A case c

consists of two parts: a problem and a solution.

Casec = {Ps, Ss} , TargetT = {Pt, ?}

Coverage (c∈ CB) = {t ∈ CB : Solves(c, t)}

Reachability (c ∈ CB) = {c ∈ CB : Solves(t, c)}

A satisfactory competence of a CB means that its coverage is high and reach-

ability low. Illustrated in Figure2.4, we notice that we can remove C3 without

losing competence, contrarily to removing C2.

Figure 2.4 – An example of coverage (based on Smyth and McKenna [11]).
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2.4.2 CBM policies

In literature several strategies have been proposed for CBM, and we can identify

three distinct proposed categorization for these CBM policies. In the paper

presented by Leak and Wilson[44], a framework for describing CBM policies is

discussed. The framework uses a categorization based on When and How a CBR

system is triggered to perform maintenance. The main objective of the different

proposed categorization is threefold[44]:

1. Determining classes for similar maintenance approaches, this categorization

highlights current exercise in the field and present a better understanding of

state- of-the-art CBM approaches,

2. Mapping out what already has been done helps to identify points that were

not addressed in previous works, such gaps help to uncover new research

opportunities,

3. The categorization scheme for maintenance is a first attempt to catalog ap-

proaches according to a distinct performance objective.

Commonly, in recent works, maintenance strategies can be divided into two

categories [74]: Competence enhancement and competence preservation, al-

gorithms belonging to the first category refer to methods where noises and mis-

leading information are identified and removed from the CB. While the second

category refers to methods targeting redundant cases and removing them from the

CB without influencing the prediction accuracy. In the next subsections we discuss

three different categorization of CBM strategies.
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2.4.2.1 Optimization and partitioning of CB

Smiti and Elouadi [75] present a categorization where the entity taken into con-

sideration and studied is the CB. The different presented policies fall under the

two categories : Optimization of the CB where algorithms are used to either add or

delete cases from the CB [12][76][77]. Partitioning of the CB where a CB structure is

build after it is decomposed into small groups of closely related cases[78][79][80].

All strategies in these categories are aimed at developing, optimizing, and main-

taining the CB (see Figure2.5).

Figure 2.5 – Diagram of the different strategies and criteria used in CBM[12].

1.Optimization of the CB: The aim is to reduce the case research time, this

may be done following an optimization policy , and employing a case addi-

tion(retention) or deletion strategy.

A. Case addition strategy: case are added to the CB in order to maximize the

competence and the performance, in order to insure a good quality of the CB.

Several strategies exist in literature, where researches tend to focus whether

on maximizing competence[81],[82], while others maximize the criteria of

performance[77].
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B. Case deletion strategy: In this branch , cases are valued according to certain

criteria, for the purpose of suppressing and bringing the CB to a specific num-

ber of cases. Different evaluation criteria are proposed, namely, competence,

redundancy, and inconsistency (section 2.1). Some of the strategies featured

in literature are: random deletion[70], deletion based on redundancy[83], and

deletion based on the size of the CB and density[11].

2.Partitioning of the CB: Clustering and feature selection techniques have been

successfully applied in the partitioning of the CB[84]. Addition and deletion

of cases is possible in each small CB, without using the whole base[78].

Several policies develop a collection of distributed CBs[75],where each ele-

ment of the distributed CB structure represents on cluster, resulting from the

clustering process. These methods are easy to run, as they decompose a large CB

into small groups of closely related cases, yet, the completely change the structure

of the CB. We may cite methods proposed within the context of partitioning of

the CB. Salamo & Lopez-Sanchez[68] have proposed an adaptative CBR mode, the

CB is developed during the reasoning cycle by adding and removing cases. In [75]

the CB is clustered into small groups, each one is maintained individually, target-

ing outliers and internal cases. The objective is to reduce the size of each partition

while preserving maximum competence.

In [85]an instance reduction method is proposed, Hyper-rectangle cluster-

ing algorithm is employed. Subsets of instances near or within the boundaries

of classes are selected. The size of the training set is reduced which improves gen-

eralization accuracy.
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2.4.2.2 Volume, Variety, Velocity and Value

In an overview paper presented by Juarez et al.,[13] a selection of CBM ap-

proaches published between [2015-2018] are grouped according to their objec-

tives, belonging to four main headings: Volume, Variety, Velocity and Value.

• Volume: methods for improving the competence model and handling massive

data,

• Variety: methods restructuring the CB, and integrating different data sources

to redefine the structure of cases (e.g. removing some feature of the case, or

adding new information to the solution part of a case),

• Velocity: methods managing time in CBM, and providing fast responses while

having massive volumes of data to process,

• Value: methods facing computational complexity, and coping with the chal-

lenge of searching for the optimal solution( value solution) without involving

high computational cost.

2.4.2.3 Direct, Hybrid and Case property models

Another recent categorization is presented by Nakhjiri et al.,[74], where the en-

tity under consideration is the case itself, its behavior either alone in a specific

scenario or the relationship it may have with other cases included in the CB. Three

categories are proposed:

• Direct models: mainly all first attempts for CBM strategies fall under this

category, where immediate actions are taken upon the classification of the

case. No information are extracted from the case nor relationship between

the case and other cases in the CB,
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• Hybrid models: are more recent, different artificial intelligence techniques are

employed to layout relations amid cases in the CB,

• Case property: models try to capture the behavior a case in different scenarios

by integrating sets and variables presenting additional information of a case,

for a better illustration of the characteristics of cases in the CB.

2.5 Related works

Regardless of their categorization, all of the maintenance strategies aim at

achieving the same objective: constructing and restructuring of the CB with

better quality using different criteria, compared to its initial state. The success of

maintenance is correlated not only to the policy itself, but the way it is integrated

in the CBR process[23]. In this section, we discuss a selection of different strategies

presented in literature between [1968-2020] (See Figure2.6).

Figure 2.6 – 50 Years CBM: Arc diagram of selected CBM methods [1968-2020](Adapted from[13].)
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A significant number of researchers interpret CBM as a problem of case

reduction and proposing algorithms that target noisy and redundant cases[13].

The proposed case reduction methods attempt to increase classification accuracy

and improve retrieval efficiency. Researchers then began to take an interest in the

machine learning literature and used it as a source to achieve their goals.

CNN& ENN: Different approaches have been proposed to address the case

memory reduction , these strategies are based on nearest neighbors(NN) edit-

ing rules. One of the earliest attempts in CBM is Hart’s Condensed Nearest Neigh-

bors (CNN)[86], and the Edited Nearest Neighbors (ENN) by Wilson[87]. CNN is

considered a competence preservation algorithm while ENN is more of a compe-

tence enhancement algorithm[74] and they both inspired other algorithms dedi-

cated to CBM.

RENN: CNN is an incremental algorithm, which starts with an empty CB,

to which are added the cases misclassified by the other cases currently present

in the CB. However, ENN is a decremental algorithm where cases misclassified by

their K-nearest neighbors are removed from the CB, as they are considered a noise.

Experimental results demonstrate the effectiveness of ENN to increase the average

accuracy of CBR techniques. Thereafter, based on the ENN algorithm, a repeated

ENN(RENN) method was proposed by Tomek[88].The ENN algorithm is repeated

and cases are removed from the CB until no more noise is detected.

Competence model: Thereafter, researchers focused on the competence of

the case-based reasoner to solve problems, as case deletion can reduce the

later. Smyth and Keane[72] proposed a competence model used for the evalua-

tion of individual contribution of cases. Cases are then categorized according to

their competence characteristics which helps guide the selection of case deletion.

This competence guided case deletion is considered as a safe way to remove cases

from a growing CB, as it saves the systems from the adverse effects of the utility

problem[68] while coping with reduction in competence.

64



Chapter 2. Maintenance of the CBR system

Competence preserving: Later on, a competence preserving method was pre-

sented by Zhu and Yang[89], the authors use two theories, which aim to find

the similarity metrics and adaptation cost to determine the best coverage value to

build a CB with near optimal property.

As an alternative to case deletion, Smyth and McKenna[90] used the com-

petence model for a guided case addition algorithm, based on the notions of

Coverage and Reachability to construct a compact competent CB. Using a relative

coverage (RC) measure to estimate the unique competence contribution of an indi-

vidual case. The proposed algorithm adds cases to the CB using the RC metric in

combination with CNN to prioritize cases expected to make the largest competency

contribution, given their RC value.

Relative Performance (RP): In another paper based on the competence

model of Smyth and McKenna[90], Leake and Wilson[77] argued for a more

direct integration of performance consideration into case addition. Cases are added

based on the performance advantage (PB) they provide through their retention to

assess this contribution. To guide the maintenance, a Relative Performance (RP)

metric is used in conjunction with CNN algorithm, whose input are ordered by the

RP value, assessing the contribution of a case to the adaptation performance of the

system.

Blame-Based Noise Reduction (BBRN): Following the same concept as

Smyth and McKenna[90], Leake and Wilson[77], the Blame-Based Noise Re-

duction (BBRN) algorithm was proposed by Delany and Cunningham[91], where

for each case a property is measured called Liability. The proposed property for a

case C is defined as the set of all the cases misclassified because of C. Liability is an

information integrated into the CB, in the same way as Coverage and Reachability,

to determine the performance of each case under certain tasks or conditions.
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Generalized Condensed Nearest Neighbors (GCNN): CNN algorithm in-

spired so many other works, GCNN is another example[92]. Iteratively sam-

ples are selected and others ignored, the ones ignored are the samples that can be

absorbed or represented by those selected. The use of a stronger absorption crite-

rion helped to strengthen GCNN, by the addition of a threshold for the difference

in distance of the closest class members and the nearest cases to another class.

Complexity Threshold Editing (CTE): Still, within the deletion aspect

of maintenance, another redundancy reduction algorithm is proposed by

Craw[93]. Since, in classification problems redundant cases are far from decision

boundaries in clusters of the same class. Case complexity is used to identify re-

dundant cases with low complexity and boundary cases with high complexity. The

proposed Complexity Threshold Editing(CTE) algorithm remove cases whose com-

plexity lies below the complexity threshold.

RDCL: As an extension of the BBNR algorithm, a new paper where another

property is presented was proposed called Dissimilarity.These four case prop-

erties were used : Reachability,Dissimilarity, Coverage, Liability(RDCL)[94]. RDCL is

an editing method, every case is categorizes based on its properties and its classi-

fication by the other cases in the CB. The properties of each case determine which

cases should be removed from the CB in order to improve its accuracy.

Adaptive Case-Based Reasoning (ACBR): Salamó & López-Sánchez[68] pro-

posed an adaptive case-based reasoning, taking into account the generational

experience (i.e. the history of problem solving episodes) of each case. It is repre-

sented by a quality measure calculated over time. In this way, the retention depends

on the ability of a case to help the correct classification of other cases, which in-

creases its quality value if no negative feedback is generated.

Selective Retention (SR): One of the factors that reduces the usefulness of

a CB is the swamping problem, where the retrieval time exceeds the benefit

of accuracy. To overcome this problem, the CBR life cycle was extended in the
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work of Yan et al.,[95] by adding a new Refresh phase. From a cognitive science

point of view, dynamic maintenance can be enhanced by the selective memory of

CBR systems. The memory strategy selectively retains (SR) cases according to two

conditions: if the new case is misclassified or if the new case is correctly classified

but its similarity to other cases does not exceed a certain fixed similarity threshold,

then, the new case is added to the CB.

Competence Measure (CM): Structuring and increasing the CB is also a CB

maintenance approach that was proposed, using a competence measure (CM)

as in the work of Chebel-Morello et al.,[84]to preserve its quality by taking into

account the accessibility and coverage value of both the new problem and its solu-

tion.

Flexible Feature Deletion (FFD): A twist in the CBR perspective in suggested

by Leake and Schack[96], a flexible feature deletion algorithm is proposed, it

enables selective deletion of cases content instead of deleting the entire case, as it

causes less competence cause compared o removing the whole case.

Preference BM (Pref-CBM): Abdel-Aziz and Hüllermeier[97] proposed a

novel version of CBR named Pref-CBR. In this sophisticated version the classi-

cal relation between a problem and its solutions is redefined, instead of having the

pair (Prob, Sol) relating a solution Sol to a problem Prob, a new notion of Preference

is introduced, decomposing the case into small blocks of knowledge.

A preference Soli > probSolj means that a given solution Soli is preferred

to Solj for solving Prob.In practice this is more of a statistical perspective of

CBR[13]. When it comes to maintenance, an algorithm is proposed Pref-CBM to

examine whether or not a query case C = (Prob, Sol, P) should be retained in the

CB (P is the set of all preference of Prob). A distance function is used to estimate the

solution quality, the aim is to avoid retaining a solution along with its preferences

are not redundant (already exist in the CB).
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Multi-Objective Evolutionary (MOE-CBM): In this next proposed strategy,

CBM task is addressed as a multi-objective optimization problem[98]. Lupiani

and his co-authors propose to use a multi-objective evolutionary algorithm (MEO-

CBM) establishing three objectives simultaneously: (1)minimizing redundant cases,

(2)minimizing the distance between the non-redundant cases, (3)maximizing CBR

accuracy.

FootPrint Compositional Adaptation (FPCA): The adaptation of a solution

(reuse step of CBR life cycle) was considered by Mathew and Chakraborti[99].

Adaptation means that a retrieved solution must be reused (executed) in order to

be a valid solution for the presented query, a Compositional Adaptation(CA) is

proposed where a graph and nodes are used to represent cases, and the depen-

dency between cases is now considered as part of the solution. For maintenance, a

refined version of Relative Coverage(RC)[90] is proposed FootPrintCA to measure

the retention score of a case (RSc) where a high retention score of c means that the

case c can solve many cases (compositional adaptation which is the dependency

between cases is taken into account for the calculation of RSC).

Dynamic Maintenance Case Base (DMCB): Smiti and Elouadi proposed a

number of maintenance algorithms aiming at the competence improvement of

CBR[75],[100], the authors latest proposal is a dynamic maintenance of CB [101].

Using machine learning techniques the CB is clustered into small case bases, and

then using a competence model on different types of cases (noisy, similar and de-

tached) some cases are retained while others are removed to reduce the size while

preserving maximum competence.

Reputation Based Maintenance (RBM): One of the recent CBM strategies is

a Reputation Based Maintenance[74], the authors propose a model to improve

the performance of CBR systems. A Reputation value is computed for each case to

measure its strength for the classification tasks. The focus is on the performance

of the case once retrieved for KNN classification, different variation of the RBM

are proposed. For instance RBMCr, Cr stands for CB reduction where the aim is
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to reduce the size of the CB while maintaining its accuracy. Cases judged to be

harmful are removed, those case have a Reputation value equal to zero(a case with a

Reputation value equal to zero means that it doesn’t participate in any classification

task).

Finally, a map of 10 CBM methods (recent approaches in our presented liter-

ature review) is summarized in the form of a map of some key characteristics

(Table2.5), namely: Data collection[44] to measure the system knowledge using

Granularity, Iiming and Integration(section2.3.2), Approach defines whether the

maintenance approach uses case/feature editing or partitioning, and last Direction

of CBM which can be incremental or decremental)[13].

Table 2.1 – Comparative summary of recent CBM algorithms.

Data collection for maintenance
Approach Direction of CBM

CBM algorithms Granularity Timing Integration

RDCL[94] Synchronic Periodic Online Case editing Decremental

ACBR[68] Synchronic Periodic Online Case editing Incremental

SR[95] Synchronic Periodic Online Case editing Incremental

FFD[96] Non-introspective Ad-hoc Offline Feature editing Decremental

CM[84] Synchronic Periodic Online Case editing Decremental

Pref-CBM[97] Synchronic Periodic Online Feature editing Incremental

MOE-CBM[98] Diachronic Adhoc Offline Case editing Incremental

FPCA[99] Synchronic Periodic Online Case editing Incremental

DMCB[101] Diachronic Ad-hoc Off line Partitionning Decremental

RBM[74] Synchronic Periodic Online Case editing Decremental

After reviewing some of the maintenance strategies in the literature, we

propose a maintenance algorithm at the development stage of CBR systems.

In our study we are interested in an incremental direction (retention policy), for

two reasons:

• To develop a CBR system −→ Acquisition of data to build a CB is necessary ,

• Acquisition of data to build a quality CB −→ A retention policy is needed to

retain only valuable cases in the cases base .

69



Chapter 2. Maintenance of the CBR system

We propose an approach to build and maintain a quality CB with minimized

annotation cost, using machine learning techniques to overcome the challenge

of scarcity of labeled data crucial for the CB (the used techniques are discussed in

the next chapter).

2.6 Conclusion

In this second chapter of our thesis, we further explored the field of case base

maintenance. Understanding the nature of maintenance process and how it is

related to the overall CBR process is advantageous for identifying good research

opportunities and appreciating maintenance practice. This allowed us to under-

stand the different courses on which maintenance can be performed, which draw

attention to the fact that most existing CBR papers focusing on the life cycle of

the system once it is operational, but rarely on the stage of development or the

problems that can be encountered when trying to develop a case based reasoner,

namely, the acquisition of data to build a CB for CBR, as it is a crucial step for

the development of the system, as this knowledge container represents the heart of

CBR.

The problem of data acquisition is especially but not solely met in field like

medicine for the application of computer-aided diagnosis( CAD) systems, as

this data need to be supervised. Supervision (labeling) is performed by medical

annotators with special expertise to ensure that this knowledge is used for learn-

ing tasks: training models to make correct predictions, and to achieve reasonable

efficiency for CAD systems. This supervision can be seen as a burden for expert

annotators, which is very difficult and time-consuming. This labeled training data

represents the CB for a CBR system, and a competent CB is needed to correctly

represent the variance of the data space, otherwise the generalization performance

of the system will be very poor.
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To cope with this challenge, we decided to implement a support tool, which

allows us to build the CB when the acquisition of labeled data turns out to

be expensive, challenging and time consuming. Yet, the lack of data can in no way

degrade the quality of the CB, because while building it, we maintain it with the

help of several machine learning techniques we will present in Chapter 3.
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3.1 Introduction

Machine learning is a field of Artificial Intelligence (AI) that involves the devel-

opment of algorithms and the implementations of techniques to be intelligent

without needing human intervention. The ability to learn from previous analytical

observations, and experiences results in a system that can continuously improve,

consequently efficiency increases.

In the last decade, machine learning has become very common and pop-

ular, and it is used in a variety of applications, namely, automatic recog-

nition of hand writing, computer aided diagnosis, computer vision and speech

recognition[102]. When it comes to machine learning, data generally is divided

into subsets: a training, and a testing set. The training set is used for the learning of

a given model, while the testing set are examples used to evaluate the performance

of the learner.

There are different machine learning technique that we differentiate by the

type of training data use. A general approach is supervised learning, where the

training set consists of only labeled data. In contrast, we have unsupervised learn-

ing, for this approach the training set is made up of exclusively unlabeled data.

Halfway between supervised an unsupervised learning, there is semi-supervised

learning(SSL), where both labeled and unlabeled data are used to train a classi-

fier(s) such that it is better than a classifier trained on a fully supervised data.

Contrary to unlabeled data, labeled data is often scarce, costly and time

consuming to obtain, thus in SSL the small amount of labeled data available

is used along with the large amount of labeled data, to reduce labeling cost. In

order to select only valuable instances among unlabeled data, Active leaning (AL)

has been proposed, it is considered as a special case of SSL and it is viewed as a

labeling protocol. The purpose of AL is to score higher accuracy with few training

labels as long as it has the ability to choose the data from which it learns[103].

73



Chapter 3. Machine learning techniques

In practice it makes sense to use SSL and AL in conjunction to cope with the

challenge of scarcity of labeled data in different domains, and minimize the cost of

data annotation by exploiting the abundant unlabeled data.

This chapter is devoted to the description of machine learning techniques,

focusing on Semi-Supervised Learning and its extension Active learning,

along to other algorithms we will be using in the next chapter for the implementa-

tion of our maintenance strategy.

3.2 Supervised Learning

The availability of annotated training data is a defining feature of supervised

learning. The term «supervised»refers to the idea of having a supervisor in-

structing the learning system, on what label to associate to each training example.

Supervised learning helps to optimize the performance criteria using past experi-

ences, models are induced from the training data, and then used to classify other

unlabeled data. This is done by learning a map between a given set of input X and

an output Y, then using this map to predict output of unlabeled data that was not

seen during the learning phase.
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Figure 3.1 – Supervised Learning[14].

We can formulate Supervised Learning as follows[104]: Given an instance

xi a specific object, it is typically represented by features vector with a D

dimension, Y a class labels, and K the number of output variables that an input

object can have.

X= {xi}N
i=1 and D ∈RD,

X= {yk}K
k=1 presents the class labels of the ith object.

Supervised learning problems are grouped into classification and regres-

sion problems, Classification is a method where an object is assigned a label(

disease/no disease, red/blue/green), while regression is about predicting a con-

tinuous quantity output(a real value such as weight or dollars).

• If Y is a discrete value, it is classification;

• If Y is a continuous value, it is called regression.
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Example: What is the temperature going to be today?

• Classification: Hot/Cold,

• Regression: 32°.

Figure 3.2 – Classification VS Regression.

Among classification algorithms we can mention: Naive Bayes, Support Vec-

tor Machine, Bayesian Network classifier[105].
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3.3 Unsupervised Learning

Another technique of learning is unsupervised learning, known to be closer to

true artificial intelligence [106]. Given a features vector {xi}i=1
n and a sim-

ilarity measure between pairs of vectors K : XX → R, the goal of unsupervised

learning is to partition the set, so that objects within each group are most similar

to each other than the objects between the groups[104]. Figure3.3 show the un-

supervised learning process. In unsupervised learning, the supervision of data is

Figure 3.3 – Unsupervised Learning [14].

not required, instead, the model is enable to discover information while process-

ing the unlabeled data. In this type of learning the right output is unpredictable,

alternatively, the model explores the data and infer a function to describe a hidden

structure or patterns from this uncategorized data. Some of the prime reasons to

use unsupervised learning are:

• Ability to discover all kind of patterns in data,

• Able to find features that can be useful for categorization,

• Uses unlabeled data which is easier to get than labeled data that requires

manual annotation.
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Unsupervised Learning problems can be grouped into clustering and asso-

ciation problems:

1. Clustering: considered as fundamental data mining task, clustering is the pro-

cess of partitioning data, based on a similarity measure into meaningful sub-

classes also known as clusters. Some of the models belonging to this family

of unsupervised earning are: K-means algorithm and Fuzzy-K-Means (FCM)

which is a version of K means (both algorithms will further be used in our

study).

2. Association: an association rule learning problem aims at discovering rules that

describe a large amount of data. It is about discovering relationships between

data points in a data set (i.e., people that buy X tend to buy Y).

3.4 Semi-Supervised Learning

For the purpose of compromising and combining the power of both supervised

and unsupervised learning semi-supervised learning (SSL) and active learn-

ing (AL) have been designed[107]. SSL refers to algorithms in which a combination

of labeled and unlabeled data are used for the training of the model, in an effort to

cope with the scarcity of labeled data, where annotation is costly and time consum-

ing. Using both labeled and Unlabeled data for training is useful for the following

reasons:

1. Annotation of a massive amounts of data for the supervised learning is as we

mentioned can be prohibitively expensive and time consuming. Furthermore,

excessive labeling can impose a biases on the model.

2. Including unlabeled data during the training process contributes to improv-

ing the accuracy of the model[18].
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In this type of learning, training data is supplemented with a set

of unlabeled data, the data set can be structured as follows[104] :

{(x1, y1), ..., (xL, yL), xL + 1, xL + 2, ..., xL + U}, N = L + U where N is the size

of the data set. Usually there is much less labeled then unlabeled data, which

means: L � U. We define two slightly different scenarios of SSL, namely, inductive

learning and transductive learning[107] (Figure3.4):

Figure 3.4 – Inductive and Transductive Learning[15].

1. Inductive learning is the commonly supervised learning approach, a machine

learning model is built and trained on a set of labeled training set, then we

use the trained model to predict labels of a set of tests never encountered

before.

Given the training set {(xi, yi)}
{
(xi, yj)

}
i=1

l, X =
{

xj
}

j=l+1
l+u

Inductive SSL builds a function f : x → y so that f is a good predictor of data

going beyond X =
{

xj
}

j=l+1
l+u.

2. Transductive learning learning in this type of learning, the machine learn-

ing model has observed beforehand both the training and testing data. The

model learns from the previously observed training set and then predicts la-

bels for the testing set. Even if the labels of the testing sets are unavailable,
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we can benefit from the patterns and any additional information present in

the learning process. Given the training set {(xi, yi)}i=1
l, X =

{
xj
}

j=l+1
l+u

inductive SSL builds a function f : xl+u → yl+u , so that f is a good predictor

of only unlabeled data that it has encountered during the training phase, it is

not required to make external predictions.

The main difference between inductive and transductive learning is that

during the latter, the machine learning model has already encountered both

the training and testing set when training the model, and then uses the learned

model to pedict only the unlabeled data points it has already encountered at the

training phase. However, in transductive learning the model is trained only on the

training set and then applies the learned model to predict labels of data points

never-before encountered.

In the following subsections, we present fundamental semi-supervised

learning methods [107]. The subsections correspond to different techniques,

namely:Self-learning, Co-learning, Graph-based methods and Transductive Support Vec-

tor Machine (TSVM)/ Semi-Supervised Support Vector Machine (S3VM).

3.4.1 Self-training

A technique commonly used[108], it is perhaps the simplest and easiest semi-

supervised learning technique to apply. This technique is characterized by the

fact that, the learning process uses its own predictions to learn. Self-training is

an incremental algorithm where the main idea is to first construct a function f on

labeled data. The function f is then used to predict the labels of unlabeled data. A

subset S of unlabeled data, together with their predicted labels, is then selected to

increase the size of the labeled set[109].

The main idea of this technique is defined in these steps: Train-Predict-

Retrain (using best prediction)-Repeat.
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Algorithm 1 Pseudo code of Self-training algorithm

Given labeled data Xl {(x1, y1)}l
i=1 and unlabeled data Xu {(x1)}l+u

i=l+1

Initialization:L={(x1, y1)}l
i=1 ,U= {(x1)}l+u

i=l+1 ;

1: repeat

2: Train f using L;

3: Query f on U ;

4: Remove subset S from U;

5: L = L ∪ S;

6: until stopping criterion is met

3.4.2 Co-training

Co-training is similar to self-training with one critical difference. In self-

training, one classifier is used to make predictions on unlabeled data, and

then this data is fed back into the algorithm with predicted labels. Whereas in co-

learning, two classifiers are used, each operating on a different view of the same

instance. Assuming that features can be divided into two views(sub-feature set),

and each sub-feature set is sufficient for the training of a classifier [110]. Each clas-

sifier predicts the unlabeled data and with the few labels it predicted "teaches" the

other classifier.

Let f1 be a classifier with view1, although we give it the full features vector

x, it is only interested in the first view x1 and ignores the second view x2

(view2), f2 is the reverse. They each provide their most confident predictions of

unlabeled data as training data for the other view[104].
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Algorithm 2 Pseudo code of Co-training algorithm

Given labeled data Xl {(x1, y1)}l
i=1 (each instance has two views x1, x2), and unla-

beled data Xu {(x1)}l+u
i=l+1

Initialization:L={(x1, y1)}l
i=1 ,U= {(x1)}l+u

i=l+1

Create a pool U′ of examples by choosing u examples randomly from U;

1: repeat

2: Use L to train two classifiersh1 that considers x1 view of x , h2 that considers

x2 view of x;

3: Select from U′p most confidently labeled by h1 as positive examples ;

4: Select from U′n most confidently labeled by h1 as negative examples ;

5: Select from U′p most confidently labeled by h2 as positive examples ;

6: Select from U′n most confidently labeled by h2 as negative examples ;

7: Add these self-labeled examples to L;

8: Remove them from unlabeled data U ;

9: until stopping criterion is met

3.4.3 Transductive SVM (TSVM)

A method also known as: Semi-Supervised Support Vector Machines (S3VM),

it is an extension of standard SVM with unlabeled data.

TSVM take into consideration that the training set is split into two disjoint

sub-sets[111], labeled data L, and unlabeled data U. TSVM algorithm aim is

to exploit the unlabeled data in order to adjust the decision boundary that has

been initially set from a small amount of L data[112] while going through the low

density regions, it tries to keep the labeled examples correctly classified[107].
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3.4.4 Graph-Based

A method where a graph is build from the training data.. Labeled data and

weighted edges indicate the similarity, while nodes are unlabeled instances,

and label information of each sample is forward to its neighbors[113]. Most of

the graph-based Semi- Supervised learning mainly focus on how to conduct semi-

supervised learning over a graph, and that will influence the learning performance

is the form the graph is constructed with, that will seriously reflect the fundamental

similarities among examples.

Each Semi-Supervised learning technique has its own advantages, we have

gathered and displayed the main advantages of each technique (Table3.1) .

Table 3.1 – Advantages of each SSL methods[18].

SSL Method Pros

Generative model • Simple method

Self-training model
• Few labeled samples needed,

• Classifier teaches itself using its own prediction.

Co-training model

• Interact with classifier,

• Features evaluated simultaneously and

consider dependency between them

Transductive SVM

• Effectively handles few labeled samples ·

• Compared to self-training and co-training the computational

cost is less,

• Interact with classifiers

Graph-based model

• Efficient method, ·

• Simplicity of computations, ·

• Better generalization ability.
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3.5 Active Learning

A multitude of algorithms and applications for learning with queries have

emerged in recent years, in this chapter will attempt to disseminate the basic

ideas and methods that have been considered by the machine learning community.

The driving idea behind active learning is that a machine learning algorithm can

achieve better results with less training if it is allowed to choose the data from

which it learns. An active learner may submit «queries », usually in the form of

unlabelled data instances to be labelled by an "oracle" (e.g. a human annotator)that

already has an idea of the nature of the problem[103].

In the following section, a general review of the literature on active learning

is presented.

3.5.1 Definition

As outlined in the previous section, semi-supervised learning has attempted

to address the problems associated with the need for labelled data to train a

model, which in most cases is quite expensive in terms of time or computation. SSL

minimises the cost of obtaining labeled data by using both labeled and unlabeled

data during training. The problem encountered in this type of training is the use of

the entire unlabeled data set without prior selection of the data that provides the

most utility to the classifier.

An alternative solution would be to choose to label only a subset of the

available data, but the choice of the subset will affect the quality and perfor-

mance of the final model. The question is therefore: How to select the subset of data

that will give the best performance of the model? performance of the model?
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The importance of Active Learning is emerging in applications that deal

with large amounts of data. Active Learning is most suitable when there are

numerous unlabelled data instances, they can be easily collected or synthesised,

and you expect to have to label a large number of them to form an accurate system.

Since labeling such data can be very costly and exhausting. Active learning is an

iterative machine learning algorithm in which the main problem is to evaluate the

informativeness of an unlabeled instance[103](see Figure3.5).

The active learner is a classifier initially trained on a few labeled instances.

Then, attractively, and based on its knowledge derived from the labeled data,

it requests a label for one of the unlabeled data instances. Successful active learning

should result in a significant reduction in the amount of training data without a

significant reduction in classifier performance (Figure3.5).

Figure 3.5 – Active Learning process(Pool-based scenario).
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3.5.2 Active Learning Scenarios

There are different scenarios in which the learner can request queries. The three

main settings that have been considered in the literature are: Query synthesis,

Stream-based selective sampling, Pool-based sampling[103].

3.5.2.1 Query Synthesis:

One of the first active learning scenarios to be investigated is learning with

Membership Query[114]. In this type of scenarios, the learner can request la-

bels for any unlabeled instance in the search space. Query synthesis is often ef-

fective for classification domains[114]. The idea of query synthesis has also been

extended to regression learning tasks, such as learning to predict absolute coordi-

nates of a robot hand given the joint angles of its mechanical arm as inputs[115].

3.5.2.2 Stream-based selective sampling:

Cohn and his colleagues introduced Stream-based Active Learning, in which

the key idea is to select one instance at a time from a sequence of instances

[116][117]. Then the active learner, based on the information measure of the in-

stance, must decide whether to query this instance or to ignore it. Stream-based

Active learning is typically used when data cannot be easily stored. An advan-

tage of this scenario over other active learning scenarios is the fast query decision

making[104].
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3.5.2.3 Pool-based active learning:

Pool-based Active Learning introduced by Lewis[118] is the most common ap-

proach in learning and data mining applications. In this approach, instead of

sampling one instance at a time a large number of instances are sampled and then

the model selects the best query to label. As a result, there are a small number of

labeled L and a large number of unlabeled U.

The main difference between active stream-based active learning and pool-

based active learning is that the former analyzes the data sequentially and

makes query decisions individually, while the latter evaluates and ranks the whole

set before selecting the best the whole set before selecting the best query.

3.5.3 Sampling criteria

Active learning is an iterative sampling+labeling procedure, sampling is the he

process of selecting data points to be labeled. The objective of active learning

is to find at each iteration, the most useful and valuable instances among a group

of unlabeled data. These instances are used to relearn the model and expected to

improve its performance.

87



Chapter 3. Machine learning techniques

There are three main sampling criteria for an effective active learning algo-

rithm, that is: informativeness, representativeness and diversity[119],[120]:

1. Informativeness: aims at selecting unlabeled data to add rich information to

the current classifier,

2. Representativeness: aims at selecting unlabeled data with high representation,

it means the samples with high density, so that it represents more neighbour-

ing,

3. Diversity: aims at selecting samples that scatter the entire input space, instead

of focusing on one small region of it.

3.6 Semi-Supervised Learning in medicine

Our research question emerged when we questioned the issue of coping

with the scarcity of labeled data, particularly for medical applications. Semi-

supervised learning techniques have been considered by numerous researchers in

the past few years, and we were interested to explore how this type of learning

would perform when applied to medical data for the implementation of a CAD

system.
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We presented a survey paper entitled «Improving the performance of

computer-aided diagnosis systems using semi-supervised learning: a survey

and analysis»[18] to evaluate the to see the impact that this type of learning can

have when in contact with data as sensitive as medical data.

Given the rapid growth in the size of the data generated in the health care

sector, computer-aided diagnosis has become an essential part of health man-

agement. In the field of health care, computer-aided diagnosis has become an essen-

tial tool for most medical experts to help them make decisions. These systems are

mostly determined by the large volume of supervised (labeled) data sets required

for their implementation, and need to be labeled by human experts as mentioned

before. A selection of different CAD systems that adopt a semi-supervised learn-

ing approach presented in Table3.2. The Table displays the different SSL techniques

used for different tasks, presented in literature between [2009− 2020].
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The objective of this survey was to define the influence of SSL methods in

the medical field, used for the development of CAD systems due to the scarcity

of annotated data. The results obtained by many research papers in the literature

have shown the effectiveness of exploiting unlabelled data when combined with

the limited labelled data available. Some of the key findings include :

• Active learning used in conjunction with semi-supervised learning decreases

the cost of annotation, by letting a learning algorithm choose the unlabelled

samples to label,

• Taking advantage of a few annotated samples and abundant unlabelled data

is very promising and has a significant impact on the application of CAD

systems,

• For segmentation tasks, the introduction of unlabeled data leads to improved

segmentation performance, especially when the size of the existing training

set is small,

• Semi-supervised learning compared to supervised learning improves the

overall system performance when both use the same number of labelled sam-

ples,

• Mainly, unlabeled data improves classification performance, when the as-

sumed model is correct. The enhancement of the performance is highly de-

pendent on the number of labeled data, their correct and accurate annotation,

and the complexity of the problem.
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3.7 Ensemble Learning

One of the most significant goals of machine learning is to build learning sys-

tems with a strong generalization ability. Zhou[159] demonstrated that both

semi-supervised learning and ensemble learning are machine learning algorithms

beneficial for each other. The former aims to reach a strong generalization by ex-

ploiting unlabelled data, and the latter attempts to reach a strong generalization

by using multiple learners. It is worth noting that even the two paradigms have

been recently applied in conjunction for numerous real-world problems, the were

developed separately.

Ensemble learning has been used successfully in machine learning in dif-

fered application namely, computer-aided diagnosis, speech recognition, text

categorization. Assigning labels to data points described by a set of measurements

is what Pattern recognition field is all about; the purpose is to discover a structure

within the data set, and to be able to identify what are the characteristics (features

or attributes) that make certain points similar inside a group and different across

other groups. Pattern recognition is closely linked to Machine Learning; field where

algorithms are used to learn from the data and make predictions.

Combining classifiers is a colossally growing research area, getting major at-

tention from communities such as Machine Learning and Pattern Recognition,

this learning algorithm is also known as Ensemble Learning, where a set of classi-

fiers is constructed to classify new data points, their individual decisions are com-

bined using different techniques (Typically weighted or unweighted voting)[160]

to drive a consensus decision. in other words, what is meant by an ensemble, is

a set of individual predictors, of which the predictions are combined for a given

classification task[16](see Figure 3.6).
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Figure 3.6 – Two layer architecture of an ensemble [16].

The purpose of combining several classifiers that adopt algorithms with

different strengths and weaknesses is to provide a system that can achieve

greater accuracy and outperform the individual algorithms within the system

itself[161]. Appearing under a variety of notions in literature: Ensemble Learning,

Multiple Classifier System (MCS), Classifiers Fusion, Divide-and-Conquer Classi-

fiers. Essential concepts of ensemble learning are presented in the following classic

literature[162].

Dietterich presented reasons why it is advantageous to use an ensemble

learning method [160]. These reasons are the main drawbacks of existing ba-

sic learning algorithms, which ensemble learning seeks to minimise or eliminate.

Among these reasons, we can distinguish a particular problem that we wish to

address in our study namely «The statistical problem ».

• The statistical problem: is a problem that occurs when we have a limited

training data set. Given a hypothesis space F (the space of all possible classi-

fiers), a base learning algorithm BaseLearner searches the space F to identify

the best single classifier f . When disposing of a small training data compared

to the size of the classifier space, BaseLearner can not identify f . Even though
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the data is limited, the BaseLearner can still find numerous classifiers within

F that give good accuracy on the training data. Building an ensemble H of

these accurate classifiers leads to a good approximation of f .

An important point that needs to be highlighted is the choice of algorithms

to build the ensemble, different algorithms can provide different structures of

the same data set, therefore the only indication for determining the quality of the

results is a subjective estimation of the user[162].

3.7.1 Diversity

Dietterich[160] stated that it is possible to construct an ensemble of classifiers

that is more accurate then one single classifier. Yet, for an ensemble of classi-

fiers to be more accurate than the individual classifiers that compose it, a funda-

mental condition must be met, which is: «Diversity »[160].

We refer to diversity among classifiers as the independency of er-

rors(uncorrelated) which means that they have distinct missclassified ex-

amples. The following example clarifies the need of diversity when constructing

an ensemble of classifiers: we have a set of three classifiers {h1, h2, h3}, considering

a new case x ,and the ensemble of three identical classifiers means that if h1 (x) is

wrong , automatically h2 (x) and h3 (x) are also wrong, meanwhile if errors made

by classifiers were uncorrelated , then if h1 (x) is wrong , it is possible for h2 (x)

and h3 (x) to be correct , in this case the majority voting will correctly classify x.
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3.7.1.1 How to Create Diversity?

To group a set of classifiers, one must first find a method to build the desired en-

semble. Figure3.7 provides a graphical illustration of the different approaches

presented by Kuncheva [162]to built diverse combination of classifiers.

Figure 3.7 – Four approaches to create diversity among classifiers [16].

As mentioned earlier, the technique used to promote diversity among the

member classifiers of an example is what makes a distinction between the

different ensemble methods(Figure3.7):

1. Approach (a): targets the Data level, where different training sets are manip-

ulated ,and each classifier in the ensemble is trained on its own data set.This

particular approach once put to test has proven to be very successful, consid-

ering the use of bagging and boosting methods,

2. Approach (b): targets the Feature level, where different feature sub-sets are

used to train each classifier from the ensemble,
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3. Approach(c): targets the Classifiers level, where a heterogeneous ensemble

method is adopted to combine classifiers trained on different learning al-

gorithms, Contrarily to homogeneous methods, where the set of classifiers is

trained using the same learning algorithm. Various ensemble paradigm tend

to employ the same classification model, but there is no clear evidence that

this technique is exceptional compared to using different models[162],

4. Approach (c): targets the Combination level, where different techniques to com-

bine the classifiers decisions are used, the main task at this level is to select

the best combination method, assuming that we have a set of given divers

classifiers.

3.7.2 Ensemble learning Algorithm

In the following subsection, we present the ensemble method that is used our

this thesis. To build a diverse combination of classifiers as explained in sec-

tion3.7.1.1, we chose to operate on two different levels: the Data level (approach a)

and the Classifiers level (approach c).

3.7.2.1 Manipulation of the training set: Bagging

In this work we try to cope with the scarcity of labeled data that compose

the training set. Given that the labeling process is considered a challenging

and expensive tasks that demands a lot of time and effort from expert human

annotators.

The Bagging algorithm allows us to train our set of classifiers with different

subsets (samples) that are contained in the existing small training set, a small

change in the training set can lead to a remarkable change in the output of the

classifiers. To manipulate the training set we use «Bagging » a method proposed
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by Breian[163]. Bagging is a learning algorithm where the main idea consists of

sampling the original training set L to m training examples, drawn randomly from

L (Figure3.8 ). Such training set is referred to as Bootstrap aggregation, and each

Bootstrap replicate includes 63.2% of the original training set L, with many training

examples appearing numerous times.

Original Training 

set

Sample 1

Sample m

Sample 2

Bootstrap Samples  

(Training Samples)

Figure 3.8 – An example of bootstrap sampling.

In Bagging the needed diversity for our ensemble is created by manipulating

the generated training samples, which allows to create several hypothesis. The

learning algorithm then is run multiple times, each round with a distinct bootstrap

of the training samples(Figure 3.9).
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Figure 3.9 – The Bagging algorithm.

3.7.2.2 Manipulation of the learning algorithms

There are two distinct approaches for Combining Multiple Classifiers (CMC):

Classifier fusion and Dynamic classifier selection [164].

1. Classifier fusion: in this approach, the individual classifiers are used in par-

allel and their outputs are combined in some manner, e.g. by a majority vote,

to obtain a «group consensus ».

2. Dynamic classifier selection: This approach is intended to predict which sin-

gle classifier is most likely to be correct for a given example. Only the output

of the selected classifier is taken into account in the final decision.

As our goal is o create diversity, we choose the first approach to combine the

classifiers, namely the classifier fusion. As illustrated in Figure 3.7, Kuncheva

[162] presented different approaches to create diversity among an ensemble of

classifiers. One of the proposed approaches creates diversity by operating at the

classifiers level (Approach(c)). This heterogeneous ensemble method (Figure 3.10)

combines classifiers trained using different training algorithms[16].
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Figure 3.10 – heterogeneous ensemble method[16].

3.7.2.3 Learning algorithms

In this section, we briefly present the machine learning algorithms used to cre-

ate our heterogeneous ensemble as discussed in the prior Section 3.7.2.2. We

used the following algorithms for their known performance in terms of efficiency

and classification.

The classifiers used for our ensemble learning are presented in the following

subsections:

• Bayesian Network: in data analysis and pattern recognition, one of the most

important and fundamental tasks is classification. This task involves the con-

struction of a classifier whose function is to assign class labels to instances

described by a set of attributes.

One of the most effective and widely used classifiers nowadays is Bayesian

Network, also called: belief network, decision network or Bayesian model.
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Bayesian network a graphical model that represents a set of variables and

their conditional dependencies via a direct acyclic graph (DAG)[165], it is a

marked graph that represent the joint probability distribution. A Bayesian

network consists of two parts:

1. Direct acyclic graph,

2. Table of conditional probabilities.

The graphical part of a Bayesian network reflects the structure of a problem,

Figure3.11 illustrated a Bayesian network used for medical diagnosis[17].

Figure 3.11 – Bayesian network for medical diagnosis [17].

• Logistic Model Tree (LMT): tree induction methods and logistoc regression

are two well-known techniques used for supervised learning tasks, for both

prediction of nominal classes and numeric values.

LMT is a classification model that was born out of the idea of brings together

these two complementary and most popular classifications schemes, namely,

tree induction and logistic regression[166]: a decision tree that has a linear

regression at its leaves, the advantage is that estimated class probabilities are

produced rather than just a classification. LMT is a more natural way to deal

with classification tasks, it have been shown to be a very accurate classifier,
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with a competitive performance compared to the state-of-the-art classifiers,

while being very easy to interpret[166].

• Support Vector Machine (SVM): one of the supervised machine learning

algorithms, SVM provides an analysis of data used for classification tasks.

An SVM classifier works as follow: the classifier searches for a hyperplane

with maximum margin and support vectors for data during the training set.

The generated hyperplane as well as the support vectors can be regarded

as the decision boundary that separates the data points of one class from

another[167](Figure 3.12). In Figure3.12 we can easily distinguish two cate-

gories, each identified by C1 and C2, this situation is a binary classification

problem. SVM were developed for binary classification problems, eventually

extension were made to allow this technique to support multi-class classi-

fication, for instance: Sequential minimal optimization (SMO) which is the

simplest training procedure used to implement a multi-class SVM[168].

Figure 3.12 – Data set representation and margin for SVM.
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These three supervised learning algorithms used as base learners for the

ensemble learning are one of the most effective and popular machine learning

algorithms for classification problems [105].

3.8 Conclusion

Machine learning has become the tool of choice for many applications. How-

ever, successful applications of machine learning often rely on the existence

of large amounts of labeled data, which can be difficult to obtain. Over the past

recent years, the research community has focused on semi-supervised and active

learning to supervised and active learning to learn and benefit from information

from unlabeled data.

This chapter has introduced machine learning techniques with a particular

focus on on the semi-supervised and active learning techniques used in the

following chapters. On one hand, semi-supervised learning has attracted a lot of

interest, as it makes use of the large amount of readily available unlabeled data

to improve classifier performance. Semi-supervised learning has been successfully

applied in various pattern recognition applications.

On the other hand, active learning has received increasing interest in recent

years by allowing machine learning researchers to choose among unlabeled

instances those that will provide more information to the classifier.
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Chapter 4. Maintenance at the development stage: Active Semi-Supervised
Maintenance (ASSM) approach

4.1 Introduction

As discussed in chapter 2, case base maintenance can be performed at differ-

ent stages of the CBR life cycle. Maintenance is generally defined in software

engineering and knowledge engineering as an activity that takes place after the

development of the system is completed, and the application has already been de-

ployed to exploitation. It draw our attention the fact that most CBR works focus on

the life cycle of the system once it is operational, or on maintaining the knowledge

containers to avoid performance degradation. Yet, to acquire a CBR system, it must

first be developed. Little attention is paid to the development stage of CBR systems,

or the problems that can be encountered while developing a case based reasoner.

In our work we consider the first two step of development which are data

collection and case acquisition. We can easily face the problem of collecting

data that must then be processed, refined and then structured to have the form of

cases (Problem, Solution). This difficulty changes from one application domain to

another. In order to have an initial CB that allows CBR system to be operational

and capable of reasoning, labeled data are necessary. If we take the scenario of a

CAD system implemented using CBR framework, we will quickly be confronted

with the problem of scarcity of labeled data, that needs to be annotated by human

experts.

For our contribution we take into consideration labeled, along with unla-

beled data, where we propose an Active Semi Supervised Learning approach

to build and maintain a quality CB at the development phase, as it is considered

maintenance on a zero basis. The objective is to select the most "valuable" unla-

beled data using an Active Learning sampling engine, then labeling the selected

data using an inductive SSL model. The selected and labeled data points are then

stored in CB to enhance and empower the reasoning performance of the system.
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We can define active learning as an extension of semi-supervised learning

that improves on it by adding the ability to select «valuable »data appropri-

ately, which will significantly reduce the annotation cost. In recent years, active

learning has gained a lot of interest because it aims to minimize the cost of label-

ing while maximizing the performance of the classifier. The key problem in active

learning is to decide whether an instance is «valuable»or not. We propose two

sampling strategies including three sampling criteria ( informativeness, represen-

tativeness and diversity). The proposed maintenance approach is mainly based on

SAMPLING, encompassing two fundamental points:

1. ‘Sampling engine using Active Learning to select most valuable data points from

a pool of unlabeled data, using three sampling criteria ( informativeness, rep-

resentativeness and diversity);

2. Learning engine using an inductive Semi-Supervised learning to label the selected

instances, and re-selected again the most informative sample to be retained

in the CB.

In the following section we will present the proposed approach, as well as

the details of each step. A discussion of the results obtained will follow, along

with a comparison with some state-of-the art methods.

4.2 Proposed approach for Active Semi-Supervised Main-

tenance (ASSM) at the development stage of CBR

We often tend to consider CBR systems once they are operational, to discuss

either the application phase, the maintenance phase or the different steps of

the CBR life cycle. However we rarely pay attention to a primordial phase, that al-

lows the actual implementation of a case-based reasoner, namely, the development

phase.
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To develop a CBR system the first step to consider is the acquisition of a

case base, that enable the system to be operational and capable of reasoning.

This task proves to be particularly challenging in some application domains i.e.,

when one wishes to implement a computer aided diagnosis (CAD) medical system

using a CBR framework. The acquisition of a case base in such scenario requires

expert human annotators ( radiologist, doctors,...), this task is very costly in terms

of time and effort and it is considered as a burden for human experts. On the other

side, huge volumes of data sets are collected but most of them lack the supervised

information [18].

To cope with the mentioned constraints, we propose a support tool to main-

tain while building a quality case base, which will have repercussions on the

reasoning performance of the system, given that its quality is directly related to the

quality of the case base.

The novelty of this approach lies in the integration of maintenance at

the development stage, where machine learning techniques, namely semi-

supervised learning and active learning are used to cope with the challenge of

scarcity of labeled data, by taking advantage of the volumes of unlabeled data eas-

ily available. Semi supervised learning and active learning are used in conjunction

in order to effectively select from the pool of unlabeled data the most valuable in-

stances, this selection is done using three sampling criteria, and using the valuable

selected instances along with the few available labeled data.

The objective is to build a competent case base able to perform a very

good job at reasoning while reducing the annotation cost. We are interested

in achieving both satisfying classification accuracy while monitoring the storage

size of the case base, to avoid blind retention of cases. A detailed discussion of the

different steps of the Active Semi Supervised Maintenance (ASSM) approach are

details in the next subsections.
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The proposed ASSM is composed of two phases (engines), the sampling

phase where active learning is used, and learning phase where an inductive

semi-supervised learning is used (see Figure4.1).

Figure 4.1 – Architecture of the proposed ASSM with the Sampling phase and Learning phase.

4.2.1 Sampling phase

The process of selecting data points to be labeled is called sampling. A key

element of an active learning algorithm is the selective sampling strategy (se-

lection strategy), as it allows the selection of instance to be labeled and added to

the training set to improve classification performance.

Active learning (AL) is sometimes referred to as query learning, and since

a supervised system requires for training at least hundreds (even thousands)

of labeled instances to perform well, while for many supervised tasks labeled in-

stances are very difficult to obtain and expensive. The key theory of active learning

is that a learning algorithm is allowed to select the data from which it learns[103].

AL attempts to achieve high accuracy with few labeled data.
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There are several scenarios for AL to operate and pose queries, additionally,

there different sampling criteria that are used to select the most valuable sam-

ple. Pool-based AL is a well known active learning approach, in which queries are

selected from a pool of unlabeled data DU.

4.2.1.1 Pool-based sampling

Given a pool of unlabeled data , pool-based AL focuses on selecting most valu-

able instance using sampling criteria, so that once labeled, the model built

from these instances can achieve the best possible performance[169].

Problem definition Given a small initial labeled data set DL =

{(x1, y1), ..., (xM, yM)} (represents the case base of the CBR system), and

a large pool of unlabeled data DU = {x1, ..., xN}, each instance xi∈Rd a d-

dimensional feature vector. yi ∈ {0, 1} is the class labeled of xi in the case of binary

classification, or yi ∈ {0, ..., k} for multi-class classification.

At each iteration AL selects a batch of a size S from the pool of unlabeled

data DU, and queries their label from an oracle (in our case it is our ensemble

of classifiers considered as experts). DL and DU are then updated, and the ensemble

of classifier is retrained on DL[170].

How to identify useful valuable instances to query and learn from, and

what sampling criteria are used?

In the following subsections we are going to present the steps of the approach,

starting first of all with the sampling phase.
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Using an AL selection strategy unlabeled instances deemed to be valuable

are selected, selection strategy is based on sampling criteria. For our ASSM, we

propose two selection strategies, we use two unsupervised clustering algorithms,

namely K-means for hard clustering and Fuzzy C-Means(FCM) for soft clustering.

The two selection strategies are thereafter compared to identify which clustering

algorithm is able to select most valuable instance.

Step 1: Clustering the unlabeled data set

Clustering is an approach that allows to find patterns in the unlabeled data set

in order to divide it into subsets(clusters), so that instances within the same

cluster share the same characteristics. K-means and FCM are used for clustering.

Both clustering algorithm have a common parameter that needs to be initialized at

the very beginning, it is K the number of clusters. To choose the optimal number

of cluster we use the elbow method[171].

A- K-mean the global K-means clustering algorithm can be outlined with the fol-

lowing equation:

Suppose we have a given data set X={x1, x2, ..., xN}, x∈
{

Rd},

The M-clustering problem aims to partition the data set into M disjoint sub-

sets(clusters) C1, ..., CM, while optimizing a clustering criterion. The most com-

monly clustering criterion employed, is the sum of squared Euclidean distances,

between each data point xi and the centroid mk of the cluster Ck which contains

xi. This criterion is known as clustering error [172], and depending on the clus-

ters centers m1, ..., mM.

E(m1, ..., mM) =
N

∑
i=1

M

∑
k=1

I(xi ∈ Ck) ‖ xi −mk ‖2, (4.1)

Where I(x)=1 if X is true, and 0 otherwise.

A locally optimal solution is found with respect to the clustering error.K-means

starts with centroids placed arbitrary, and proceed by moving at each step to

minimize clustering error.
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B- Fuzzy C-means: as a second AL based clustering, we choose a soft clustering

algorithm Fuzzy C-means (FCM). The FCM algorithm attempts to partition

an ensemble of elements X={x1, x2, ..., xN} into an ensemble of fuzzy clusters.

FCM clustering algorithm can be outlined with the following equation:

Given a finite ensemble of data , FCM returns a list of c centroids

C={c1, c2, ..., cc} and a partition matrix.

W=wi,j ∈ [0, 1], i = 1, ..., n, j = 1, ..., c,wi,j tells the degree of membership to

which an element xi belongs to cluster cj.

The FCM algorithm aims to minimize an objective function[173]:

argminc

n

∑
i=1

c

∑
j=1

wm
i,j ‖ xi − ck ‖2, (4.2)

Where:

wi,j =
1

c

∑
k=1

( ‖xi−cj‖
‖xi−ck‖

) 2
m−1

(4.3)

FCM is a fuzzy version of K-means algorithm, allowing each data point to have

a degree of membership in all clusters rather than a distinct membership to just

one cluster [174]. In other words, one data point can belong to two clusters or

more,

Step 2: Selection of valuable instances

As explained earlier, only samples that would enhance the training set are se-

lected( samples selection). Once the clustering done and the clusters are de-

fined we start building the batch of instances that will be sent for query (Figure

4.2and Figure4.3).
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4.2.1.2 Sampling criteria

We consider the three following criteria to select instances for both selection

strategies K-means and FCM:

1. Informativeness : for the K-means strategy, the informative instances are the

distant data points from the centroid of the cluster, also called sometimes

outliers[175]. Outliers are considered meaningful, as they indicate rare events

and can present critical actions, this makes these instances rich in infor-

mation. We calculate the distance between each data point in the cluster

and the centroid CK to obtain a mean distance (Md), If the distance be-

tween one data point and the centroid is greater than to P times the mean:

Distance(x, Ck) > P ∗ (Md) the data point in question is considered an outlier.

For FCM strategy the informative instances are selected using the degree of

membership.

Given a finite set of unlabeled instances X = x1, ..., xn, FCM algorithm returns

a list of C clusters C = C1..., Cc and a partition matrix.

W = wi,j ∈ [0, 1], i=1,...,n, j =1,...,c.

Each element wi,j is the degree to which an instance xi belongs to a cluster cj.

For any instance xi, and any cluster cj if wi,j ∈]0, 1[ this means that xi be-

longs to more than one cluster, and it is considered as an informative sample;

2.Representativeness : for both selection strategies, the representative in-

stances are the same. The goal is to select instances representing the majority;

instead of sending all the data points of the cluster or randomly selecting in-

stances to be labeled, each cluster will be represented by its centroid, this will

also help to minimize the computational cost;

3.Diversity : while selecting representative and informative samples, we are

directly creating diversity assuming that samples from different clusters can

be considered divers. This will allow to maximize the training utility of the

selected batch sent to query[71].
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Figure 4.2 – Sample selection using K-means.

Figure 4.3 – Sample selection using FCM.
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Once arrived at this stage, the batch of selected instances is ready to be sent

for query, now it is the turn of the learning phase to take place.

4.2.2 Learning phase

In order to improve the reliability of the classifiers, especially when the labelled

samples are limited, it is necessary to extend the initial training set. During

this phase, the selected instances are labeled using an inductive semi-supervised

learning model. A set of self-trained classifiers is used.

Step3 : Query the labels of the selected instances

The ensemble of classifiers labels the query batch using majority voting. We

have chosen to use an ensemble of classifiers, also known as ensemble learning

and Multi Classifier System (MCS), to cope with the following challenges:

1. Since we adopted semi-supervised learning as the general framework of our

architecture, it is well known that the labeled data points that make up the

training set are limited and that models trained on a small number of ob-

servations tend to over-fit and produce inaccurate results. One of the most

commonly used methods to avoid over-fitting is the combination of several

models, where a final prediction calculated as a weighted average of the pre-

dictions of various individual models will have a significant lower variance

and can improve generalizability,

2. The goal of using multiple classifiers that adopt algorithms with varying

strengths and weaknesses is to create a system that can achieve greater ac-

curacy and outperform individual algorithms within the system itself[161],

3. The aim is to create diversity by using a Heterogeneous Ensemble method

that will produce a lower error rate than using an individual classifier[176].
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This diversity is created by using different learning algorithms to train each

classifier, and this has been recognized as a very important feature in the

combination of classifiers.

The individual decisions of each classifier are combined using hard Majority

voting to arrive at a consensus decision[160]. At this stage we can retain the

batch of the labeled instance, but we prefer to further refine the labeled instance,

before storing them in the training set (the case base of the CBR system),

Step4 : Selection of informative labeled instances

Using majority voting, predictions made by the ensemble of classifiers are com-

bined. We consider the highest numbers of votes, assigning to an instance the

label that most classifiers agree on. Assuming that Ct presents classifier in an en-

semble E, where t = {1, 2, 3, ..., n}. The decision of the tth classifier Ct is donated by

dtj∈{0, 1}, where j={1, 2, 3, ..., k} and k is the number of classes [177]. The dicison

produced will be dt,j=1, if the tth classifiers decides for class cj, and dt,j=0 else ways.

The following equation outlines the output of the ensemble in majority voting:

max
1≤j≤k

n

∑
t=1

dt,j (4.4)

In an ensemble learning, the set of classifiers is considered to be individual

experts, and uncertainty can be determined as follows: if two individuals in

the ensemble agree with a high level of confidence to label a sample, but the third

classifier submits another label, then the sample is added to the set labeled with

the label of the classifiers who agree. This leads to a combination of majority voting

and uncertainty sampling[154]. The reasoning behind this selection strategy admits

two aspects: first, samples for which uncertainty exists are considered informative

since they modify the classifier as opposed to samples for which all classifiers agree.

Second, the agreement between the two classifiers considered ”experts” makes it

more likely that they have made the right decision,
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Step5 : Retain of selected labeled instance in the training set,

Step6 : Remove the selected instances from the unlabeled data set,

Step7 : Re-train ensemble of classifiers on updated training set.

4.2.3 Stopping criterion

Most SSL methods are heuristics, modifications are introduced on standard su-

pervised learning algorithms, where unlabeled data is considered along with

a small labeled data set. Indeed, a stopping criterion or a threshold is needed to

reflect the confidence that the unlabeled data could be labeled correctly and used

along with the already labeled data to train accurate classifiers. For our algorithm

we considered a stopping criterion, to monitor the performance of the training

model after new cases are added, and stop automatically if degradation is rated.

Semi-Supervised Learning is a reliable technique when training data are scarce,

but there is no guarantee that all available unlabeled data are always useful, so

monitoring the performance of the training model after new cases are added to the

overall training is necessary.

Some stopping criterion stop the learning when the selection algorithm for

instance does not have any good candidates to select[178]. A frequently used

stopping criterion for self-training models, stops if no labeled instances are moved

from the set of unlabeled data Du To the training set DL.

A more sophisticated stopping criterion also used in self-training models,

automatically stops learning when a degradation in the performance of the

model is rated[179]. We consider the latter stopping criterion for our approach , at

the end of each iteration, when a batch of newly labeled cases is retained in the

case database, a PCC% is calculated , it represents the mean percentage of correct
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classification[75].

PCC =
Number of well classified instances
Total number of classified instances

100 (4.5)

If the PCC% decreases, the self-learning procedure does not continue learn-

ing and the batch is not retained, the model learned in the previous iteration

is considered the final one. Thus, the algorithm stops when a decrease in the per-

formance is rated or when the unlabeled data set DU is empty, and there are no

instances to be selected.

The pseudo code of the proposed approach is presented in Algorithm 3.

Algorithm 3 Pseudocode of the proposed approach.
Given Unlabeled data (U), Labeled data (L), Ensemble of Classifiers (C), Initial-

Batch (I), FinalBatch (F), clustering algorithm.

1: repeat

2: Train ensemble of classifiers(C) using (L)

3: Cluster U using a clustering algorithm

4: Add valuable samples to I

5: Query the ensemble of classifiers on I

6: Select N instances with uncertainty predictions

7: Add N to F

8: L = L ∪ F

9: Remove F from U

10: until stopping criterion is met
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4.3 Results and Discussion

In this section we present the performance evaluation of our ASSM approach.

The data set used for the experiments are described in Section. In Section we

present the parameters used to measure the performance of the approach. Finally

in section we discuss the results obtained from the different experiments.

4.3.1 Data sets

For the experimental evaluation of the proposed approach, twelve(12) data sets

were used.Nine(09) medical data sets, including eight(08) from the UCI Ma-

chine Learning Repository [180]: Breast Tissue, Breast Cancer Coimbra[181], Heart

Failure Clinical Records[182], Breast Cancer Wisconsin, Blood Transfusion Service

Center[183], Mammographic Mass[184], EEG Eye State, Cardiotocography. Another

medical data set were used: Breast Pathologies[185]. Three other data sets from the

UCI Machine Learning Repository were added for the evaluation, namely: Iris, Di-

vorce Predictors[186], Glass Identification. These data sets contributed to the eval-

uation of many studies, a detailed description is presented in Table5.1.
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Table 4.1 – Description of data sets.

Dataset #instances #attributes missing

values

#classes

Breast Pathologies 101 26 No 5

Breast Tissue 106 10 Yes 6

Breast Cancer Coimbra 116 10 Yes 2

Heart Failure Clinical

Records

300 13 Yes 2

Breast Cancer Wisconsin

(Diagnostic)

569 19 No 2

Blood Transfusion Service

Center

749 5 Yes 2

Mammographic Mass 962 6 Yes 2

EEG Eye State 1500 15 Yes 2

Cardiotocography 2126 22 Yes 3

Iris 150 5 No 3

Divorce Predictors 170 55 Yes 2

Glass Identification 214 10 No 7

4.3.2 Experimental parameters (CB quality criteria)

As discussed in Chapter2, a case base is qualified effective if it can answer as

much queries as possible, efficiently and correctly[40]. The evaluation of the

CB quality can be made according to numerous criteria proposed in literature. For

the evaluation of our approach, the performance criterion is used to measure the

quality of the final CB. The objective of the maintenance approach is to start with

a small case base, and throughout the iteration expand it with selected cases that

are deemed useful, to maintain its quality as much as possible. Performance is

characterized by the accuracy and a the number of cases stored in the case base

[95]. Therefore, the following criteria are considered:
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1. Size (S%) the average storage percentage: we measure the rate of increase

in the size of the case base. The main objective of our ASSM method is to

enlarge the case base starting with a small straining set by selectively saving

new cases. The final percentage refers to the new case base size after adding

new cases to the initial training set

2. PCC (PCC%) represents the mean percentage of correct classification over

five-fold cross-validation.

S =
Number of final cases

Size of training case base
100 (4.6)

PCC =
Number of well classified instances
Total number of classified instances

100 (4.7)

To replicate the scenario of scarcity of labeled data, during the evaluation phase,

the databases are divided into training and test sets. These sets are then used

in the cross-validation, the ASSM starts with an initial training set containing 20%

of labeled data from each data set. A five-fold cross-validation was used for all

experiments (each fold was used as an independent training set, while the other

four folds were used as a test set). Cross-validation is used to estimate the skill

of the proposed approach and to ensure reliable results. Each training fold was

manipulated using Bagging algorithm to create diversity among classifiers, as it

allows to train our set of classifiers with different subsets (samples) of the existing

small training set. A small change in the training set can result in a remarkable

change in the classifiers output[163].
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4.3.3 Results analysis

In the following subsections, we will first demonstrate, compare and discuss

the performance of the two proposed selection strategies, namely the Active

Learning based clustering methods: K-means and FCM. Next,in Table 4.3 we com-

pare ASSM to random selection and standard CBR. In order to position our work

in relation to the work proposed in literature, Table summarizes characteristics of

some of the maintenance methods proposed in the literature operating at different

levels of CBR. Finally, we evaluate the performance of the proposed approach when

disposing of different portions of labeled data.

As presented in section4.2, the goal of the proposed ASSM approach is to

retain new cases in the training set (case base), selected from unlabeled data

set for their value, in order to learn new hypotheses to improve the reasoning of

the CBR system. This retention is controlled, at the end of each iteration, after the

final batch of selected cases has been stored the classification accuracy of the case

base is measure. This produces a more compact case base with very satisfactory

accuracy results, even starting with a very small training set representing one-fifth

of the data set. Thus, the challenge of sparse labeled data can be overcome and we

can demonstrate that a quality case base can be built even when starting with few

labeled data.

Table 4.2 shows, for each dataset, the accuracy of the classification obtained

according to the number of retained cases (storage size), Figure 4.4 and 4.5

shows the case base retention by the ASSM for every datasets in the test, using the

two proposed selection strategies K- means and FCM.
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Table 4.2 – Comparing the performance of ASSM with two sampling strategies (K means, FCM).

ASSM

K-means FCM

Size(%) PCC(%) Size(%) PCC(%)

Breast Pathologies 83.90% 94.16% 82.71% 94.09%

Breast Tissue 73,75% 72,61% 55,31% 73,91%

Breast Cancer Coimbra 79,09% 90,90% 73,86% 89,72%

Heart Failure Clinical Records 66,00% 81,71% 57,74% 81,12%

Breast Cancer Wisconsin (Diagnostic) 71,92% 94,42% 78,81% 95,78%

Blood Transfusion 66,51% 86,55% 51,92% 86,16%

Mammographic Mass 76,23% 91,18% 50,25% 88,19%

Cardiotocography 72,52% 90,42% 76,41% 93,63%

EEG Eye State 57,68% 98,31% 70,38% 98,22%

Iris 68,08% 91,24% 48,27% 92,85%

Divorce Predictors 80,85% 98,54% 36,00% 95,02%

Glass Identification 54,73% 75,90% 61,94% 77,34%

Figure 4.4 – Case retention for ASSM(using K-means and FCM) for all datasets.
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Figure 4.5 – Classification accuracy for ASSM (using K-means and FCM) for all datasets.

Two selection strategies were proposed for the ASSM sampling engine, and

their ability to target valuable instances was compared. FCM and K-means

achieved almost the same percentage of correct PCC classification (Figure 4.5).

However, the storage size is much smaller with FCM than with K-means (Fig-

ure 4.4),this is due to the fact that both strategies are certainly based on clustering

algorithm, but K-means is hard clustering and FCM is soft clustering,which means

that the portioning of instances changes from one algorithm to another, as well as

the selected instances.

For example, some data sets seem to be particularly well suited for the FCM

method, which achieves better classification accuracy with a storage size 20%

smaller than the K-means method, e.g. Breast Tissue and IRIS. The results prove

that the proposed method is capable of producing a compact quality case base

with good classification, starting with a remarkably small training set as a case

base and expanding to a more competent case base. We attribute this success to

ASSM property of targeting valuable instances, assigning labels to these cases, and

retaining them in the case base to enhance learning.
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For the rest of the experiments, we take into consideration the results ob-

tained by one of our selection strategies, namely FCM, as it performed slightly

better than K-means.

Since the cases stored in the CB are not only retained once labeled, but

there is a whole selection process that takes place during the sampling phase

and a second selection that takes place at the learning phase, after the assignment

of labels to the instances. We can very well categorize our maintenance approach

as a maintenance retention strategy. To demonstrate that our approach actually

improves the quality of the CB, and that the classification rate increases not only

because we increase the volume of the training set but mainly because we store

useful and valuable cases that increase the value of the training set( the CB).

We compare the results obtained using our approach to random retention

and a standard CBR retention policy. Random retention is a retention policy

in which a random number of cases are selected from the unlabeled database and

are directly retained in the case base once labeled. To do this, we randomly select

and retain the exact number of cases retained by one of our selection strategy. The

objective is to compare the contribution to the performance improvement of the CB,

by a batch of randomly selected cases, and a batch of sampled cases encompassing

the three sampling criteria. On the other hand, in the standard CBR retention, all

cases are added to the case base as soon as they are assigned a label.

The results presented in Table4.3 show that indeed, not all cases can contribute

to the improvement of case base learning in terms of accuracy and that it is

possible to construct a smaller competent case base that achieves higher classifica-

tion accuracy. Our retention strategy yields very good accuracy rates with smaller

case bases, e.g. the Breast Tissue data set, ASSM generates a CB with a size of

55.31% with a classification accuracy of 73.91%, compared to 51.83% for random

retention and 69.66% for standard CBR that retains all cases (100%). Similarly, for

Heart Failure records, the final case base is of a size of 57.74% , with an accuracy

of 81.12%, compared to 80.93% for standard CBR retention.
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Table 4.3 – Comparing performance of ASSM to random retention and standard CBR retention.

ASSM using

FCM

Random

retention

Standard CBR

retention

Size(%) PCC(%) Size(%) PCC(%) Size(%) PCC(%)

Breast Pathologies 82.71% 94.09% 82.71% 88.48% 100% 90.55%

Breast Tissue 55,31% 73,91% 55,31% 51,83% 100% 69,66%

Breast Cancer Coimbra 73,86% 89,72% 73,86% 87,08% 100% 85,34%

Heart Failure Clinical Records 57,74% 81,12% 57,74% 80,97% 100% 80,93%

Breast Cancer Wisconsin (Diagnostic) 78,81% 95,78% 78,81% 93,78% 100% 94,05%

Blood Transfusion 51,92% 86,16% 51,92% 85,74% 100% 91,17%

Mammographic Mass 50,25% 88,19% 50,25% 87,35 100% 90,53%

Cardiotocography 76,41% 93,63% 76,41% 91,04% 100% 91,91%

EEG Eye State 70,38% 98,22% 70,38% 95,12% 100% 96,03%

Iris 48,27% 92,85% 48,27% 71,82% 100% 90,08%

Divorce Predictors 36,00% 95,02% 36,00% 97,39% 100% 97,64%

Glass Identification 61,94% 77,34% 61,94% 72,40% 100% 74,69%

It is noteworthy that our approach represents a maintenance strategy that is

executed during the development phase while building the case base, while

maintenance strategies are usually applied during or at the end of the CBR life cy-

cle. We were unable to identify an approach that is closest to ours, so we considered

comparing our strategy with existing CBR strategies in the literature based on the

performance criterion. In order to position our work in relation to the work pro-

posed in literature, a selection of different CBM strategies is presented in Table4.4.

The performance criterion is taken into consideration to evaluate the proposed

maintenance strategies.
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• The size(%) represents the final size of the generated CB (taking into account

the fact that some strategies are incremental and others decremental),

• PCC (PCC%) represents the mean percentage of correct classification,

• The «Maintenance activity »refers to the the stage during which the main-

tenance is performed, knowing that the maintenance can be integrated «on-

line »during the operation of the CBR system, «offline »outside the operation

CBR life cycle, or at the development phase, which is the case for our pro-

posed approach, where we maintain our CB while building it, to empower

the reasoning process once the CBR system is operational.

The proposed maintenance approach can be evaluated by positioning it

among the follwing well-known CBM strategies: CNN [86], ENN [87], RENN

[88], Relative Performance (RP) [77], BBNR [91], GCNN [92], RDCL[94], Selective

Retention (SR) [95], and RBMCr [74].

Amid these strategies, four share the same specification as ASSM, namely,

CNN[86], Relative Performance(RP)[77], GCNN[92], Selective Retention(SR)[95].

These strategies are incremental algorithms, the learning model adapts to new data

without forgetting its existing knowledge. A retention policy is envisaged in order

to add cases to the CB according to certain criteria.
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Table 4.4 – Summary of different CBM strategies.

Maintenance Strategies
Performance criterion

Maintenance activity
Size(%) PCC(%)

Our approach 70,79% 88,83% Development Stage

RBMCr[74] 78,60% 63,34% Operating Stage

SR[95] 139,95% 81,69% Operating Stage

RDCL[94] 88,72% 78,63% Operating Stage

GCNN[92] 58,32% 75,69% Operating Stage

BBNR[91] 82,70% 78,29% Operating Stage

RP[77] 107,16% 79,63% Operating Stage

RENN[88] 75,12% 77,55% Operating Stage

ENN[87] 77,40% 77,25% Operating Stage

CNN[86] 33,83% 73,78% Operating Stage

Figure 4.6 and 4.7 show very promising generalized results for our ap-

proach. ASSM allows a better generalized classification accuracy 88.83% and

satisfactory storage size rates of 70.94%, even when starting with a small case base

as a training set due to the lack of supervised data unlike the rest of the strategies

that work on a large case base from the outset. Although CNN and GCNN score a

33.83% and 58.32% of storage size rate but we need to emphasize on the significant

reduction of the classification accuracy.
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Figure 4.6 – Comparison of ASSM storage size (%) to state-of-the-art strategies.

Figure 4.7 – Comparison of classification accuracy (%) of ASSM to state-of-the-art strategies.

The main objective of our ASSM approach is to maintain a small but useful

number of cases that contribute to the informativeness, representativeness and

diversity of the case base. Accordingly, we avoid indiscriminate growth in the size

of the case base, which can lead to a degradation of the quality of the system.
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All this while achieving satisfactory results in terms of classification accuracy. This

result is even more significant when the storage size (S%) is taken into account:

ASSM stores (on average) 70.94% of the cases(Figure4.6), and is still able to provide

good classification accuracy rates(Figure4.7).

4.4 Conclusion

Our goal is to build and maintain a case base during the CBR development

phase, to overcome the difficulty of assembling labeled case bases, tradition-

ally assumed to exist or determined by human experts. We select valuable instances

from a pool of unlabeled data using sampling criteria, which would improve the

quality of the case base and thus the performance of the CBR system once opera-

tional.

In this study an Active Semi-Supervised Maintenance (ASSM) strategy is

proposed, using machine learning techniques to cope with the problem of the

scarcity of labeled cases. ASSM monitors the selection and retention of cases in the

case base at two stages:

1. Sampling phase: using active learning,

2. Learning phase, using self-training, an inductive semi-supervised learning

technique.

We start with an initial phase, namely the sampling phase, during which

unsupervised learning methods were adopted in order to target valuable in-

stances. For this phase we opted for a clustering based Active Learning, in order to

study the underlying structure of unlabeled data set. Two sampling strategies were

proposed and later on compared, namely a hard clustering algorithm: K means,

and a softer clustering algorithm: FCM.
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A cluster analysis of the generated clusters is performed, to discover the dif-

ferent type of instances within each cluster, and then select valuable instance

using sampling criteria to be send for query. For our study we combined three

sampling criteria: informativeness, representativeness and diversity (the last criteria

is generated when combining both informative and representative samples in the

same query batch), these sampling criteria are used to increase the chances of build-

ing a batch of useful instances, that will be an added value to the case base once

labeled and stored.

Once the query batch is send to be labeled at the learning phase, an induc-

tive semi-supervised learning method is used t assign labels to the selected

instances, using a set of self trained ensemble of classifiers.

Performance criterion was considered to evaluate the quality of the case bases.

The evaluation of the proposal demonstrates the effectiveness of ASSM which

is interesting as a CBM strategy, able to be efficient in terms of a controlled growth

of the storage size and scoring satisfying classification.

The performance boost is due to the quality CB updated at each iteration with

informative, representative and divers data points. This enhances the learning of

classifiers trained each iteration with the updated training set (CB). Queries are

unlabeled data points selected according to three sampling criteria as explained in

section 4.2.1.2, then send to be labeled by the ensemble of classifiers. Rather than

adding the entire labeled set, we again select the most informative samples fol-

lowing the majority voting. Informative labeled instances are retained to provide a

richer set to train the classifiers for a better precision. This is a crucial step to obtain

a good classification. It is recognized that the goal of using multiple classifiers that

adopt algorithms with varying strengths and weaknesses is to create a system that

can achieve greater accuracy and outperform individual algorithms.
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5.1 Introduction

As discussed in Chapter2 , case-based reasoning systems are implemented to

operate over a long period of time, supporting the active learning of new

cases through the retention phase of the classical CBR life cycle. A long-term CBR

application ultimately leads to the recognition of the importance of maintaining

the case-based reasoner.

The retention of cases in the knowledge container at the end of each CBR

life cycle leads to a very fast growth of the latter, which can negatively affect

the quality of CBR system, and results in a slow execution of queries in the retrieve

phase. This performance degradation is due to memory swamping or exposure to

harmful experiences[68], both factors affect the overall utility of a CBR system.

To avoid performance degradation, CBR systems need to be maintained,

and various works have been proposed to address the mentioned challenges

(section2.4.2). All of them have the same objective, namely, to ensure and improve

an efficient CBR process. Case Base Maintenance has been outlined as the process of

improving the performance of CBR systems: «Case base maintenance implements

policies for revising the organization or content of the case base to facilitate future

reasoning for a particular set of performance objectives »[44].

In the previous chapter4, we presented a CBM strategy dedicated to the

development stage of the CBR system, where we simultaneously build and

maintain a quality CB to be used later on as a reasoning core in CBR systems.

However, after several runs of CBR life cycle and storing newly solved cases in the

CB at the retain phase for future use, the quality of the CB can be affected by the

uncontrolled growth of it, we have discussed this point in chapter2 and the impact

it can have on the overall quality of the CB which directly involves the quality of

the system.

134



Chapter 5. Case Base Maintenance: Clustering Informative, Representative and Divers
cases (C_IRD)

Seeking to maintain or even improve the quality of the case base built during

the development phase which might have degraded after several CBR reason-

ing cycles, we were interested in one particular branch of research. This branch

focuses on the partitioning of the case base which builds an elaborate CB struc-

ture and maintains it continuously(see section2.4.2.1). In this chapter, we propose

a maintenance approach that addresses the drawbacks that follow an operational

CBR system and the blind retention of cases.

The proposed approach focuses on balancing the efficiency of case retrieval

and the competence of a case base by employing a soft clustering technique

FCM. The method could be able to maintain the case bases giving satisfactory ac-

curacy, reducing its size, which leads to a reduction of retrieval time. Following the

use of FCM in our first contribution, and the latter obtaining significantly better

results than Kmeans a hard clustering algorithm, when both used to target valu-

able instances. We were interested in further exploring the potential of FCM as a

maintenance strategy.

5.2 Proposed approach: Clustering Informative, Repre-

sentative and Divers cases (C_IRD)

The main objective of CBM is to reduce the size of the case base while main-

taining or even improving the quality of the CBR system as much as possible.

Maintaining or improving the quality of the system depends on the quality of its

case base, a knowledge container that needs to be given full attention. When we

focus on the quality of the system, we are required to carefully select cases for

deletion, without depreciating the efficiency of CBR and the competence of the

case base[75].
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Building a high-quality case base requires a CBM strategy that: delivers a

small CB size, removes irrelevant cases from the case base, and targets only

valuable cases to be retained to increase classification accuracy. We use a clustering

algorithm for our proposed approach to cluster the initial CB into smaller clusters,

to enable the identification of valuable cases using sampling criteria, traditionally

used in Active Learning. We determined three types of valuable cases .

5.2.1 Soft Clustering to target valuable cases to retain:

In an attempt to target only the valuable cases to be maintained in the case

base, we use a soft clustering algorithm to divide the original case base into

smaller clusters, in order to facilitate the identification of cases deemed valuable.

FCM algorithm attempts to partition an ensemble of elements

X={x1, x2, ..., xN} into an ensemble of fuzzy clusters. FCM clustering al-

gorithm can be outlined with the following equation:

Given a finite ensemble of data , FCM returns a list of c centroids C={c1, c2, ..., cc}

and a partition matrix.

W=wi,j ∈ [0, 1], i = 1, ..., n, j = 1, ..., c,wi,j tells the degree of membership to which

an element xi belongs to cluster cj.

The FCM algorithm aims to minimize an objective function[173]:

argminc

n

∑
i=1

c

∑
j=1

wm
i,j ‖ xi − ck ‖2, (5.1)

Where:

wi,j =
1

c

∑
k=1

( ‖xi−cj‖
‖xi−ck‖

) 2
m−1

(5.2)
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5.2.2 Which cases should be retained and why?

In order to have a good CB quality, after clustering the case base using FCM

algorithm, we should retain valuable cases whose deletions directly reduce the

competence of the system, namely (See Figure5.1):

Figure 5.1 – C_IRD valuable cases to retain in the CB.

1. Informative cases: these cases add rich information to the CB, and we target

them using two methods:

(1) an informative case is a case with no other cases within the CB similar to

it. This type is referred to as outliers and also known as isolated cases, which

should be retained, as their removal directly diminishes the competence of

the system,

(2) in informative cases is also selected using a degree of membership, two

versions of FCM are used for the selection of informative cases using the

memebership value:
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• The first version is referred to as C_IRD1 where a case that belongs to

more than one cluster is considered as an informative case,

• The second version is referred to as C_IRD2, using the membership

value, we try to remove redundant cases, we further refine the selected

cases by checking if there areany redundant cases with the same mem-

bership value, and then select only one of these cases to retain.

2. Representative cases: a representative case is a case among a group of similar

cases, the case with a high representation is selected, which means that it has

a high density, so it represents more neighbouring,

3. Diverse cases: diversity aims at keeping cases that scatter the entire input

space, instead of focusing on one small region of it. Diversity cases are a

direct consequence of the retention of informative and representative cases.

By keeping representative and informative cases in the case base, we directly

create diversity by assuming that cases from different clusters can be consid-

ered diverse.

These sampling criteria are discussed in detail in the previous Chapter4 at sec-

tion4.2.1.2.

After we partition the original case base using FCM an unsupervised soft clus-

tering algorithm, and select the valuable cases (informative, representative and

diverse), for each cluster, the cases that were not selected are removed. The removed

cases simply consume space within the case base and increase the response time

of the CBR system. Accordingly, as an attempt to maintain or improve the quality

of the original case base, by applying our C_IRD method we build a new reduced

case base that includes the cases that do not decrease the competence of the system.
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5.3 Results and Discussion

For the experimental evaluation of our C_IRD approach, it is tested on five case

bases from the U.C.I. machine learning repository data sets [180], considering

only numerical data. These data sets have contributed to the evaluation of many

studies, a detailed description of which is presented in Table5.1.

Table 5.1 – Case Bases Description.

Case Base #instances #attributes

Iris 150 4

Breast Cancer Wisconsin (Diagnostic) 569 19

Blood Transfusion Service Center 749 5

Mammographic Mass 962 6

Yeast 1483 8

Regarding the evaluation parameters, specifically the first two evaluation crite-

ria, namely the storage size (S%) and the percentage of correct classification

(PCC%), these are the same criteria used for the evaluation of the first approach

(Chapter4,section4.3.2).

The goal of our C_IRD approach is to reduce the case base size while main-

taining as much as possible the competence of the system. Thus, the following

main criteria will be considered:

1. Storage size (S%): average storage percentage: we measure the rate of de-

crease in the size of the case base. The main objective of C_IRD method is to

reduce the case base. The final percentage refers to the percentage of cases

that were included in the original CB and are in the new reduced case base.

2. Percentage of correct classification (PCC% ): the main applications in CBR

use for the retrieve phase the nearest neighbor algorithm [187] technique.It is
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a simple approach whose goal is to calculate the similarity between the cases

stored in the CB and the new input case.

Therefore, we choose to select the 1-Nearest-Neighbor (1-NN) method to cal-

culate the percentage of correct classification: The training set contains 80%

of the case base and the test set contains the remaining 20% of the cases. For

each data set We apply the 1-NN algorithm with a five-fold cross-validation

task to compute the percentage of correct classification,

3. Time: the retrieval time in seconds : the goal of C_IRD method is to reduce

the case base and thus the search time. Therefore, we choose the criterion

"Time" to highlight the performance of our method in the reduction of re-

trieval time[75].

As we have already mentioned, the objective of our C_IRD approach is to

maintain the case base by preserving or even improving their performance

(Retrieval time) and competence (Storage size and Accuracy) during problem-

solving. Thus, for the first experiment, we propose to evaluate the effectiveness

of C_IRD compared to the results obtained with the initial non-maintained case

bases, which we will refer to as (CBR) (Table5.2).

Table 5.2 – Comparing CBR to the two versions of C_IRD.

Datasets
CBR C_IRD1 C_IRD2

S(%) PCC(%) Time(s) S(%) PCC(%) Time(s) S(%) PCC(%) Time(s)

IRIS 100% 93,06 0,454 55,4 91,35 0,052 12,13 64,07 0,034

Breast-W 100% 93,38 0,623 67,51 94,58 0,238 67,25 94,05 0,236

Blood-T 100% 71,60 0,354 4,34 79,90 0,11 2,97 78,84 0,090

Mammographic 100% 75,94 0,593 3,96 83,41 0,204 3,62 53,17 0,081

Yeast 100% 51,37 0,515 8,51 47,42 0,212 6,42 34,07 0,105

It is worth discussing the results obtained with the two versions of FCM used

at this point, we can observe that in terms of size reduction, C_IRD2 reduces

the size of the case base more than C_IRD1. This is due to the fact that the latter

removes cases that have the same degrees of membership, in the view that these

are redundant cases, but this simply reduces the classification rates. It is necessary
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to emphasize that the cases belonging to several classifiers should not be concerned

by the deletion, these are cases rich in information (informative) and even if the de-

grees of membership are the same for some cases, it does not necessarily mean that

we are dealing with a redundancy. The size reduction difference between C_IRD1

and C_IRD1 varies between 0.26% and 43.12%. This reduction in size results in a

reduction of accuracy rates ( between 0.13% to 30%), which supports our hypothe-

sis that the cases belonging to several clusters are very significant for learning and

should not be deleted.

We are conscious that our approach has shortcomings, but there are positive

points that can be explored to improve C_IRD1. Therefore, we have decided to

compare C_IRD to other well-known reduction techniques in the literature (Table

5.3, Table5.4 and Table5.5): CNN [86], RENN [88], ENN [87] and Instance Based

learning IBL schemes[188] on the data sets presented above.

Table 5.3 – Comparing storage size S (%).

Datasets C_IRD1 CNN RNN ENN IB2 IB3

IRIS 55,4 27,63 93,33 95,33 24,00 24,00

Breast-W 67,51 16,3 16,87 81,69 35,48 30,46

Blood-T 4,34 37,3 38,72 32,1 26,09 26,00

Mammographic 3,96 64,21 54,26 82,52 53,48 53,93

Yeast 8,51 12,34 14,02 69,59 69,79 69,98

Table5.3 shows that our proposed method did not yield the best reduction rate

on all case bases, namely IRIS and Breast-W where it retains respectively 44,6%

and 32,49% of the initial case base, compared to other methods, for example: IB2

and IB3 which retain only 24,00% of IRIS CNN which retain only 16.3% for Breast-

W. This is due to the fact that these two bases are too small, comparing to other

case bases.
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For the other case bases obtained, the sizes are generally reduced by more

than 95%, compared to the initial sizes of the CBRs that contain all the in-

stances (100% of the cases). For example, C_IRD1 removes more than 96.04% of the

cases for the "Mammographic" case base.

Table 5.4 – Comparing classification accuracy PCC (%).

Datasets C_IRD1 CNN RNN ENN IB2 IB3

IRIS 91,35 73,00 94,23 91,60 91,67 91,67

Breast-W 94,58 68,18 67,05 94,66 69,69 70,56

Blood-T 79,90 67,94 66,65 71,63 74,69 74,21

Mammographic 83,41 70,82 78,60 77,04 66,28 66,40

Yeast 47,42 83,56 83,92 88,08 73,82 73,30

The same remarks are valid for the accuracy, where the accuracy provided by

our C _IRD1 shows slightly better values (see Table5.4). It is indeed better than

that of CBR which retains all instances(Tbale5.1), especially for the "Mammogra-

phy" case base. It reaches 83.41 % PCC, which is a significant difference compared

to the one given by CBR: 75.94% PCC.

This proves that our method not only maintains the quality of the case base

but also can improve it. Moreover, we observe that the PCC obtained by our

C_IRD method is better than those obtained by the other well-known reduction

techniques. For example, for the "Breast-W" case base, the PCC provided by our

approach is higher than 94%, while it is lower than 71% for the other methods.

Table 5.5 – Comparing retrieval time in seconds.

Datasets C_IRD1 CNN RNN ENN IB2 IB3

IRIS 0,052 0,011 0,010 0,013 0,002 0,002

Breast-W 0,238 0,430 0,350 0,734 0,244 0,227

Blood-T 0,11 0,098 0,183 0,194 0,203 0,197

Mammographic 0,204 0,208 0,199 0,815 0,339 0,032

Yeast 0,212 0,640 0,604 0,134 0,595 0,581
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Regarding the response time, as shown in Table 4, the results presented by

C_IRD1 are better than those given by CBR. Our maintenance method re-

duces the retrieval time since the case bases have been reduced. For example, for

the "Mammography" case base, since C_IRD1 retains only 3.96% of the cases, the

retrieval time is about twice as better as CBR. Similar observations are made re-

garding the comparison with CNN, RNN, ENN and IBL in which C_IRD1 has, in

general, the shortest retrieval time.

5.4 Conclusion

This chapter presents an approach that seeks to maintain or even improve the

quality of the case base built during the development phase which may have

degraded after several rounds of CBR reasoning. We have presented a case base

maintenance approach called C-IRD, our approach uses a soft clustering algorithm

to target the valuable cases to be saved in the case base while removing other less

valuable cases, leading to better results in terms of classification accuracy hence

CBR quality. The experiments show that our method is a promising case base main-

tenance approach able to be efficient in terms of reducing the size of the case base

and the retrieval time and to obtain a satisfactory classification accuracy.

We recognize that our approach has shortcomings, but there are certain ad-

vantages that can be investigated in future work to improve the method, by

further exploring membership values of cases belonging to many clusters. Further-

more, to show the scalability of our C_IRD approach, we intend to evaluate it on

real case bases.
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The early notion of Case-Based Reasoning (CBR) emerged from the results

of various research conducted on the human brain, and was heavily influ-

enced by cognitive sciences. CBR is a branch of artificial intelligence that combines

machine learning and reasoning techniques to solve new problems by adapting

solutions that have worked for similar past experiences. Cases are generated from

these prior events to build a knowledge container known as the case base. CBR,

unlike other artificial intelligence problem-solving approaches, replicates human

thinking and is memory-based, making it highly comparable to human reasoning.

The quality of the case base, a critical knowledge container, is directly linked to the

implementation of an effective CBR system. CBR is a memory-oriented cognitive

model that focuses on how to acquire new skills or generate hypotheses for new

situations based on previous experiences. This artificial intelligence approach relies

heavily on the performance of the case base to make highly appropriate decisions.

When employing a CBR framework to create a computer-aided diagnostics system,

the quality of the case base is highly relevant. Therefore, case base maintenance be-

comes critical when considering the implementation a computer-aided diagnostic

system using the case-based reasoning approach. The main objective of this work

is to study an approach to build and maintain a case base during the early stages

of the implementation of a CBR system, namely the development phase. We also

propose an approach to maintain the quality of the case base acquired during the

development phase once the CBR system is operational. Considering the potential

degradation of the quality of the case base after several reasoning cycles that lead

to a rapid growth of the case base. We present two contributions that have been
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supported in this work, both represent case base maintenance strategies, each with

different objectives, operating at a different level of the CBR system.

We began by presenting an approach that can be perceived as a preventive

action, which qualifies it as a preventive maintenance strategy. In engineering

preventive maintenance is a preventive action which aims to reduce the probabil-

ity of failure of an element(in our study the case base) or the degradation of the

performance of a service provided ( in our scenario the service is reasoning), in

order to prevent an equipment from failure ( the CBR system can be perceived as

an equipment) [22]. We are mindful of the problems that can arise using a limited

case base, instead of launching a CBR system with a small case base, which may

very likely lead to many reasoning mistakes and a poorly performing system, we

address these potential problems before they occur, and prevent them from arising

once the system is operational.

The first contribution consists of a maintenance strategy where machine

learning techniques are used to build and enrich the knowledge container with

relevant and useful cases for reasoning. The aim is to take advantage of unlabelled

data, using active learning in conjunction with semi-supervised learning to select

the instances judged as valuable from the pool of unlabeled data points. A pool

of unlabeled data along with the few labeled data available are used in order to

build a quality case base given the scarcity of such case bases supposed to exist or

predefined by human experts, which is rarely the case.

The proposed ASSM maintenance approach was evaluated by positioning

it among well-known CBM strategies and also standard CBR and random ad-

dition. Our approach achieves better generalized classification accuracy of 88.83%

and satisfactory storage size rates of7 0.94%, even when starting with a small case

base as a training set due to the lack of supervised data.
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General conclusion and perspectives

Since case-based reasoning system is built to run for long periods of time,

adding cases to the case base through the retention phase. This results in a

rapid expansion of the case base, which can negatively affect the quality of the

CBR outcomes and can slow the speed of the query execution time at the retrieval

phase.

To cope with this issue, a second maintenance strategy is proposed, in order

to maintain or improve the quality of the case base built during the devel-

opment phase, once the CBR system is operational. Given the risk of degradation

of the quality of the case base after several reasoning cycles that lead to a rapid

growth of the case base. Maintaining or improving the quality of the system de-

pends on the quality of its case base, a knowledge container that needs to be given

full attention. A high-quality case base requires a case base maintenance strategy

that: delivers a small CB size, removes irrelevant cases from the case base, and

targets only valuable cases to be retained to increase classification accuracy. We

use a clustering algorithm for our proposed approach to cluster the initial CB into

smaller clusters, to enable the identification of valuable cases using sampling crite-

ria, traditionally used in Active Learning (Informativeness, rapresentativeness and

diversity). The objective is to reduce the size of the case base using a soft cluster-

ing technique namely, FCM to identify the relevant cases that should be saved and

those that should be removed from the case base.

The experiments show that our method is a promising case base mainte-

nance strategy, capable of reducing the size of the case base and retrieval time

while maintaining a high level of classification accuracy. We recognize that our ap-

proach has shortcomings, but there are certain advantages that can be investigated

in future work to improve the method by looking into the membership values of

cases belonging to many clusters.
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General conclusion and perspectives

Our proposed method did not yield the best reduction rate on all case bases,

namely IRIS and Breast-W , this is due to the fact that these two bases are too

small, comparing to other case bases. For the other case bases obtained, the sizes

are generally reduced by more than 95% , compared to the initial sizes of the CBRs

that contain all the instances (100% of the cases). For example, C_IRD1 removes

more than 96.04% of the cases for the "Mammographic" case base. This proves that

our method not only maintains the quality of the case base but also can improve it.

Moreover, we observe that the PCC obtained by our C_IRD1 method is better than

those obtained by the other well-known reduction techniques. For example, for the

"Breast-W" case base, the PCC provided by our approach is higher than 94%, while

it is lower than 71% for the other methods.

Regarding the retrieval time, the method reduces the latter since the case

bases have been shortened. The retrieval time is about two times better than

CBR, C_IRD1 has in general the shortest retrieval time.

Perspectives

The results obtained by our approaches are very pleasing and encourage us to

pursue this research path. However, other directions remain to be explored

including:

• Regarding the first contribution, we intend to introduce some changes to the

approach in the interest of improving it as well as investigate the influence

this may have on the results achieved. First, we would like to explore other

techniques for combining classifiers and creating a multi classifier system,

which is a rapidly emerging study area . The goal is to fulfill a crucial criteria

for making an ensemble of classifiers more accurate than the individual clas-

sifiers that make it up, which is: diversity, as well as attempting to accomplish

this by combining different classifiers than those used in our approach,
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General conclusion and perspectives

• As far as the key element of an active learning algorithm is concerned, which

is the selective sampling strategy, for the sampling phase of our approach

we opted for a clustering based active learning, in order to study the under-

lying structure of an unlabeled data set. Two sampling strategies have been

proposed and subsequently compared, namely a hard clustering algorithm:

K means, and a softer clustering algorithm: FCM. We would like to investi-

gate the impact of missing values in unlabeled data and by further exploring

the underlying cluster structure using FCM as a sampling strategy, as it has

shown interesting results in terms of classification precision with small stor-

age size. In addition, for future work we intent to explore alternative active

learning scenarios and different sampling strategy options in addition to the

clustering algorithms that are considered as a pool-based active learning tech-

nique,

• For the experimental evaluation of the proposed approach, twelve (12)

datasets were used. Nine (09) medical datasets, including eight (08) from

the UCI machine learning repository, which are datasets with numerical at-

tributes. For future work, we are interested in testing our approach directly

on image data bases,

• Regarding the second contribution, we plan to further develop and test the

proposed deletion-based maintenance technique on a larger number of case

bases. We also aim to address the membership values of cases belonging to

many clusters, as we believe that these values can reveal more useful infor-

mation about these cases, which can be benefited from to maintain the case

base.

148



List of Publications

Publications in international journals

1. Chebli, A. et al. (2021). Case-Base Maintenance: an approach based

on Active Semi-Supervised Learning. International Journal of Pat-

tern Recognition and Artificial Intelligence, p. S0218001421510113. doi:

10.1142/S0218001421510113.

2. Chebli, A., Djebbar, A., Merouani, H. F. D. (2020). Improving the perfor-

mance of computer-aided diagnosis systems using semi-supervised learning:

a survey and analysis. International Journal of Intelligent Information and

Database Systems, 13(2-4), 454-478.

Publications in international conferences

1. Chebli, A., Djebbar, A., Merouani, H. F. (2021, November).Case Base Main-

tenance: Clustering Informative, Representative and Divers cases (C IRD).

15th International Conference On Information Technology And Applica-

tions,DUBAI, UAE. (Accepted for oral presentation).

2. Chebli, A., Djebbar, A., Merouani, H. F. (2018, November). Semi-Supervised

Learning for Medical Application: A Survey. In 2018 International Conference

on Applied Smart Systems (ICASS) (pp. 1-9). IEEE,Medea,Algeria.

3. Chebli, A., Djebbar, A., Merouani, H. F. (2018). A review: Case Base Mainte-

nance based on case addition policies. 6th International Conference on Mul-

timedia, computing Systems (ICMCS), Rabat, Morocco.

149



List of Publications

Publications in national conferences

1. Chebli, A., Djebbar, A. and Merouani, H. F. (2018) ‘Semi-Supervised Frame-

work for the Learning of CBR:Medical Data Application’, in. 1st Confer-

ence on Informatics and Applied Mathematics IAM’2018, Université 8Mai

1945,Guelma,Algérie.

150



Bibliography

[1] Mohamed Karim Haouchine. Remémoration guidée par l’adaptation et mainte-

nance des systèmes de diagnostic industriel par l’approche du raisonnement à partir

de cas. PhD thesis, Université de Franche-Comté, 2009.

[2] Michael M Richter. The knowledge contained in similarity measures,"invited

talk: the first international conference on case-based reasoning", sesimbra,

portugal. 1995.

[3] Beatriz López. Case-based reasoning: a concise introduction. Synthesis lectures

on artificial intelligence and machine learning, 7(1):1–103, 2013.

[4] Michael M Richter and Rosina O Weber. Case-based reasoning. Springer, 2016.

[5] Agnar Aamodt and Enric Plaza. Case-based reasoning: Foundational is-

sues, methodological variations, and system approaches. AI communications,

7(1):39–59, 1994.

[6] A Mille. Tutorial cbr: Etat de l’art de raisonnement à partir de cas. Plateforme

AFIA, 99, 1999.

[7] Thomas Roth-Berghofer and Ioannis Iglezakis. Six steps in case–based rea-

soning: Towards a maintenance methodology for case–based reasoning sys-

tems. In Proceedings of the 9th German Workshop on Case-Based Reasoning, pages

198–208. Citeseer, 2001.

[8] Mehmet Göker and Thomas Roth-Berghofer. Development and utilization of

a case-based help-desk support system in a corporate environment. In Inter-

national Conference on Case-Based Reasoning, pages 132–146. Springer, 1999.

151



Bibliography

[9] Klaus-Dieter Althoff. Case-based reasoning. In Handbook of Software Engineer-

ing and Knowledge Engineering: Volume I: Fundamentals, pages 549–587. World

Scientific, 2001.

[10] Eduardo Lupiani, Jose M Juarez, Jose Palma, and Roque Marin. Monitoring

elderly people at home with temporal case-based reasoning. Knowledge-Based

Systems, 134:116–134, 2017.

[11] Barry Smyth and Mark T Keane. Adaptation-guided retrieval: questioning

the similarity assumption in reasoning. Artificial intelligence, 102(2):249–293,

1998.

[12] Mohamed-Karim Haouchine, Brigitte Chebel-Morello, and Noureddine Zer-

houni. Competence-preserving case-deletion strategy for case-base mainte-

nance. In ECCBR’08, volume 1, pages 171–184, 2008.

[13] Jose M Juarez, Susan Craw, J Ricardo Lopez-Delgado, and Manuel Campos.

Maintenance of case bases: current algorithms after fifty years. IJCAI, 2018.

[14] Loukas Serafeim. What is machine learning: Supervised, unsu-

pervised, semi-supervised and reinforcement learning methods.

https://towardsdatascience.com/what-is-machine-learning-

a-short-note-on-supervised-unsupervised-semi-supervised-

and-aed1573ae9bb, 2020. Accessed: 2021-07-26.

[15] C Yones, Georgina Stegmayer, and Diego H Milone. Genome-wide pre-mirna

discovery from few labeled examples. Bioinformatics, 34(4):541–549, 2018.

[16] Mohamed Farouk Abdel Hady and Mohamed Farouk. Semi-supervised learn-

ing with committees: exploiting unlabeled data using ensemble learning algorithms.

Südwestdeutscher Verlag für Hochschulschriften, 2011.

[17] Eugene Charniak and Robert Goldman. Plan recognition in stories and in

life. In Machine Intelligence and Pattern Recognition, volume 10, pages 343–351.

Elsevier, 1990.

[18] Asma Chebli, Akila Djebbar, and Hayet Farida Djellali Merouani. Improving

the performance of computer-aided diagnosis systems using semi-supervised

152

https://towardsdatascience.com/what-is-machine-learning-a-short-note-on-supervised-unsupervised-semi-supervised-and-aed1573ae9bb
https://towardsdatascience.com/what-is-machine-learning-a-short-note-on-supervised-unsupervised-semi-supervised-and-aed1573ae9bb
https://towardsdatascience.com/what-is-machine-learning-a-short-note-on-supervised-unsupervised-semi-supervised-and-aed1573ae9bb


Bibliography

learning: a survey and analysis. International Journal of Intelligent Information

and Database Systems, 13(2-4):454–478, 2020.

[19] Shahina Begum, Mobyen Uddin Ahmed, Peter Funk, Ning Xiong, and Mia

Folke. Case-based reasoning systems in the health sciences: a survey of recent

trends and developments. IEEE Transactions on Systems, Man, and Cybernetics,

Part C (Applications and Reviews), 41(4):421–434, 2010.

[20] Nabanita Choudhury and Shahin Ara Begum. A survey on case-based rea-

soning in medicine. International Journal of Advanced Computer Science and

Applications, 7(8):136–144, 2016.

[21] John W Creswell and J David Creswell. Research design: Qualitative, quantita-

tive, and mixed methods approaches. Sage publications, 2017.

[22] Mostafa Anouar Ghorab and Farid Mokhati. Vers une approche de mainte-

nance préventive des systèmes multi-agents. 2019.

[23] Ramon Lopez De Mantaras, David McSherry, Derek Bridge, David Leake,

Barry Smyth, Susan Craw, Boi Faltings, Mary Lou Maher, MICHAEL T COX,

Kenneth Forbus, et al. Retrieval, reuse, revision and retention in case-based

reasoning. The Knowledge Engineering Review, 20(3):215–240, 2005.

[24] Stefania Montani, Lakhmi C Jain, et al. Successful case-based reasoning applica-

tions, volume 62. Springer, 2010.

[25] David B Leake. Case-based reasoning: experiences, lessons, and future direc-

tions. 1996.

[26] Therani Madhusudan, J Leon Zhao, and Byron Marshall. A case-based rea-

soning framework for workflow model management. Data & Knowledge En-

gineering, 50(1):87–115, 2004.

[27] Agnar Aamodt. Knowledge-intensive case-based reasoning in creek. In Eu-

ropean Conference on Case-Based Reasoning, pages 1–15. Springer, 2004.

[28] Ralph Bergmann, Klaus-Dieter Althoff, Sean Breen, Mehmet Göker, Michel

Manago, Ralph Traphöner, and Stefan Wess. Developing industrial case-based

153



Bibliography

reasoning applications: The INRECA methodology. Springer Science & Business

Media, 2003.

[29] Roger C Schank. Dynamic memory: A theory of reminding and learning in com-

puters and people. cambridge university press, 1983.

[30] Janet L Kolodner. Case-based Reasoning: Proceedings of a Workshop on Case-Based

Reasoning: Holiday Inn, Clearwater Beach, Florida, May 10-13, 1988. Morgan

Kaufmann, 1988.

[31] Klaus-Dieter Althoff, Stefan Wess, Joerg H Siekmann, and JG Carbonell. Top-

ics in Case-Based Reasoning. Springer-Verlag, 1994.

[32] Manuela Veloso, Jaime Carbonell, Alicia Perez, Daniel Borrajo, Eugene Fink,

and Jim Blythe. Integrating planning and learning: The prodigy architecture.

Journal of Experimental & Theoretical Artificial Intelligence, 7(1):81–120, 1995.

[33] John McCarthy. What is artificial intelligence? 1998.

[34] Earl Hunt. Cognitive science: Definition, status, and questions. Annual Review

of psychology, 40(1):603–629, 1989.

[35] John K Debenham. Knowledge systems design. Prentice-Hall, Inc., 1989.

[36] Ramon Lopez De Mantaras and Enric Plaza. Case-based reasoning: an

overview. AI communications, 10(1):21–29, 1997.

[37] Ralph Bergmann, Janet Kolodner, and Enric Plaza. Representation in case-

based reasoning. Knowledge Engineering Review, 20(3):209–214, 2005.

[38] Ian Watson and Farhi Marir. Case-based reasoning: A review. Knowledge

Engineering Review, 9(4):327–354, 1994.

[39] Janet L Kolodner. Making the implicit explicit: Clarifying the principles of

case-based reasoning. Case-based reasoning: Experiences, lessons & future direc-

tions, pages 349–370, 1996.

154



Bibliography

[40] Brigitte Chebel-Morello, Mohamed-Karim Haouchine, and Noureddine Zer-

houni. Auto-incrémentation d’une base dysfonctionnelle de cas pour un sys-

tème d’aide au diagnostic et à la réparation. In 3ème Edition du Colloque In-

ternational Francophone sur la Performance et les Nouvelles Technologies en Main-

tenance, PENTOM’2007., pages sur–CD. FUCaM-Polytech (Mons), 2007.

[41] Thomas Reinartz, Ioannis Iglezakis, and Thomas Roth-Berghofer. Review

and restore for case-base maintenance. Computational Intelligence, 17(2):214–

234, 2001.

[42] Béatrice Fuchs, Jean Lieber, Alain Mille, and Amedeo Napoli. Towards a uni-

fied theory of adaptation in case-based reasoning. In International Conference

on Case-Based Reasoning, pages 104–117. Springer, 1999.

[43] Lisa Cummins. Combining and choosing case base maintenance algorithms. PhD

thesis, University College Cork, 2013.

[44] David B Leake and David C Wilson. Categorizing case-base maintenance:

Dimensions and directions. In European Workshop on Advances in Case-Based

Reasoning, pages 196–207. Springer, 1998.

[45] Delu Wang, Kaidi Wan, and Wenxiao Ma. Emergency decision-making model

of environmental emergencies based on case-based reasoning method. Jour-

nal of environmental management, 262:110382, 2020.

[46] Alfonso González-Briones, Javier Prieto, Fernando De La Prieta, Enrique

Herrera-Viedma, and Juan M Corchado. Energy optimization using a case-

based reasoning strategy. Sensors, 18(3):865, 2018.

[47] I-Cheng Yeh and Tzu-Kuang Hsu. Building real estate valuation models with

comparative approach through case-based reasoning. Applied Soft Computing,

65:260–271, 2018.

[48] A Rahman, C Slamet, W Darmalaksana, Y A Gerhana, and M A Ramdhani.

Expert system for deciding a solution of mechanical failure in a car using

case-based reasoning. IOP Conference Series: Materials Science and Engineering,

288:012011, Jan 2018.

155



Bibliography

[49] Eduardo Lupiani, Jose M. Juarez, Jose Palma, and Roque Marin. Monitoring

elderly people at home with temporal case-based reasoning. Knowledge-Based

Systems, 134:116–134, Oct 2017.

[50] Renata Saraiva, Mirko Perkusich, Lenardo Silva, Hyggo Almeida, Clauirton

Siebra, and Angelo Perkusich. Early diagnosis of gastrointestinal cancer by

using case-based and rule-based reasoning. Expert Systems with Applications,

61:192–202, Nov 2016.

[51] HJ Gómez-Vallejo, B Uriel-Latorre, M Sande-Meijide, B Villamarín-Bello,

Reyes Pavón, F Fdez-Riverola, and Daniel Glez-Pena. A case-based reason-

ing system for aiding detection and classification of nosocomial infections.

Decision Support Systems, 84:104–116, 2016.

[52] Fabio Sartori, Alice Mazzucchelli, and Angelo Di Gregorio. Bankruptcy fore-

casting using case-based reasoning: The creperie approach. Expert Systems

with Applications, 64:400–411, Dec 2016.

[53] A. Sene, B. Kamsu-Foguem, and P. Rumeau. Telemedicine framework us-

ing case-based reasoning with evidences. Computer Methods and Programs in

Biomedicine, 121(1):21–35, Aug 2015.

[54] Klaus-Dieter Althoff. Case-based reasoning for decision support and diag-

nostic problem solving: The inreca approach. 1995.

[55] Abir Smiti and Maha Nssibi. Case based reasoning framework for covid-19

diagnosis case based reasoning framework for covid-19 diagnosis. 2019.

[56] Souad GUESSOUM. La prise en charge de l’incertain dans le système RespiDiag.

PhD thesis, Université de Annaba-Badji Mokhtar, 2014.

[57] Janet L Kolodner and Robert M Kolodner. Using experience in clinical prob-

lem solving: Introduction and framework. IEEE Transactions on Systems, Man,

and Cybernetics, 17(3):420–431, 1987.

[58] E Ray Bareiss, Bruce W Porter, and Craig C Wier. Protos: An exemplar-based

learning apprentice. In Machine Learning, pages 112–127. Elsevier, 1990.

156



Bibliography

[59] Carol Bradburn and John Zeleznikow. The application of case-based reason-

ing to the tasks of health care planning. In European Workshop on Case-Based

Reasoning, pages 365–378. Springer, 1993.

[60] Elisha TO Opiyo. Case-based reasoning for expertise relocation in support

of rural health workers in developing countries. In International Conference on

Case-Based Reasoning, pages 77–87. Springer, 1995.

[61] Lothar Gierl, Mathias Bull, and Rainer Schmidt. Cbr in medicine. In Case-

Based Reasoning Technology, pages 273–297. Springer, 1998.

[62] Jean Lieber and Benoît Bresson. Case-based reasoning for breast cancer treat-

ment decision helping. In European Workshop on Advances in Case-Based Rea-

soning, pages 173–185. Springer, 2000.

[63] Ziad El Balaa, Anne Strauss, Philippe Uziel, Kerstin Maximini, and R Tra-

phoner. Fm-ultranet: a decision support system using case-based reasoning,

applied to ultrasonography. In Workshop on CBR in the Health Sciences, vol-

ume 37, pages 0–3. Springer-Verlag ICCBR’03, NTNU, Trondheim, Norway,

2003.

[64] Rainer Schmidt. Case-based reasoning in medicine especially an obituary on

lothar gierl. In Advanced Computational Intelligence Paradigms in Healthcare–1,

pages 63–87. Springer, 2007.

[65] Souvik Chakraborty, Chiranjit Pal, Shambo Chatterjee, Baisakhi Chakraborty,

and Nabin Ghoshal. Knowledge-based system architecture on cbr for de-

tection of cholera disease. In Intelligent Computing and Applications, pages

155–165. Springer, 2015.

[66] Dongxiao Gu, Changyong Liang, and Huimin Zhao. A case-based reasoning

system based on weighted heterogeneous value distance metric for breast

cancer diagnosis. Artificial intelligence in medicine, 77:31–47, 2017.
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