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Abstract

It is well known that the theory of selection plays a very important role in solving some math-

ematical problems, " in topology, convex geometry, analysis..." such as the study of the �xed

points of multivalued mappings, the existence of soloutions for a di¤erential inclusions...etc.

In this thesis, by the �xed point theory for single and set-valued mapings combined with some

selection theorems we have studied the following two problems:

�u000 (t) 2 F (t; u (t)) ; t 2 (0; 1) ; (PF1)

u0 (0) = u0 (1) = �u (�) ; u (0) = �u (�) ;

where �, � and � are constants in R and F : [0; 1] � R ! P (R) is a multivalued map, and

P (R) is the family of all subsets of R.

and

�u000 (t) 2 F (t; u (t) ; u0 (t)) ; t 2 (0; 1) ; (PF2)

u (0) = u0 (0) = 0; u0 (1) =
Pm�2

i=1 �iu
0 (�i) :

where �i,and �i are constants in R and F : [0; 1]�E �E ! P(E) is a closed valued mapping,

with E a Banach space.

* For the problem (PF1), We have established the existence of class AC2 ([0; 1] ;R)-solutions

theorems when the right hand side has convex or non convex values:

* About the problem (PF2), we proved W 3;1([0; 1]; E)-solution set, is compact and is a retract

of C1([0; 1]; E), when F is convex compact valued and satis�es a Lipschitz condition and

a compactness condition.

Keywords: Selection theorems; Fixed point theory; Multi point boundary values problem,

Third order diferential inclusion.



Resumé

Il est bien connu que la théorie de la sélection joue un rôle très important dans la résolution de

certains problèmes mathématiques " en topologie, géométrie, analyse convexe...." par exemple

l�étude des points �xes des fonctions multivoques, l�existence de soloutions pour une inclusion

di¤érentielle ... etc.

Dans cette thèse, par la théorie du point �xe pour les applications et multiapplications combinée

avec quelques théorèmes de sélection, nous avons étudié les deux problèmes suivants:

�u000 (t) 2 F (t; u (t)) ; t 2 (0; 1) ; (PF1)

u0 (0) = u0 (1) = �u (�) ; u (0) = �u (�) ;

où �, � et � sont des constantes dans R et F : [0; 1]� R! P (R) est une fontion multivoque,

et P (R) est la famille de tous les sous-ensembles de R:

et

�u000 (t) 2 F (t; u (t) ; u0 (t)) ; t 2 (0; 1) ; (PF2)

u (0) = u0 (0) = 0; u0 (1) =
Pm�2

i=1 �iu
0 (�i) :

où �i, et �i sont des constantes dans R et F : [0; 1]�E�E ! P(E) est une fontion multivoque

à valeurs dans l�ensemble des fermées de E, avec E un espace de Banach.

* Pour le problème (PF1), Nous avons établi des théorèmes d�existence de solutions de classe

AC2 ([0; 1] ;R) lorsque le membre droit a des valeurs convexes ou non convexes.

* Et pour le problème (PF2), nous avons prouvé que l�ensemble des solutions W 3;1([0; 1]; E),

est compact et est une rétraction pour C1([0; 1]; E), où F a des valeurs convexs compacts

et satisfait une condition de Lipschitz et une condition de compacité.

Mots-clés: Théorème de la sélection; La théorie du point �xe; problème aux limites, inclusion

di¤érentielle de troisième ordre.
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Introduction

The study of selection theory is today one of the important topological problem leading to

the multivalued analysis which treats of the set valued mappings and their properties as upper

and lower semicontinuity which is in its part related to the theory of di¤erential inclusions.

So the theory of di¤erential inclusion can be regarded as a part of mutivalued analysis which

was intensively developped these last years using the recent developements in selection theory

essentially by the authors, Andrzej Lasota, C. Castaing, T.P. Aubin....

Di¤erential inclusions of the form

Ay 2 F (x; y)

where A is a di¤erential operator, are a generalizations of di¤erential equations. So, all prob-

lems considered for di¤erential equations, that is, existence of solutions, continuity of solutions,

dependence on initial conditions and parameters, are present in the theory of di¤erential inclu-

sions. Since a di¤erential inclusion hasnew issues appear, such as investigation of topological

properties of the solutions set, selection of solutions with given properties, etc....

Realistic problems arising from economics, optimal control, stochastic analysis can be modelled

as di¤erential inclusions, see ([4]; [50]; [49]; [5]; [54]; [14]; [2]; [3]; [10]; [26]; [31]; [33]; [50]; [43]) ;

and the references therein. So much attention has been paid by many autors to study this kind

of problems, (see Bressan and Colombo [6]; [8],Colombo [15]; [16], Fryszkowsy and Gorniewicz

[25], Kyritsi et al. [30], etc....[50]; [49]) and the references therein.

In this thesis we have combined materials of selection theory and set valued analysis with

results from non linear analysis to obtain some results on solving some problems of di¤erential

inclusions. This thesis contains four chapters which are brie�y presented below.

Chapter 1. In this chapter, we introduce and state some necessary materials needed in the

proof of our results, and shortly the basic results concerning the Banach spaces, the Lp spaces,

Sobolev spaces and other theorems and existence and uniqueness theorems. The knowledge of

all these notations and results are important for our study.



Chapter 2. we introduce two principal theorems with proof about selection theory, a "Selection

Theorem Due To Bressan and Colombo " and a "Selection Theorem Due To Kuratowki, Ryll,

and Nardzewski "which we need in the proof of our results in next chapters.

Chapter 3. In this chapter we discuss the existence of solutions for a third- order di¤erential

inclusion with three-point boundary conditions involving convex and nonconvex multivalued

maps

�u000 (t) 2 F (t; u (t)) ; t 2 (0; 1) ; (PF1)

u0 (0) = u0 (1) = �u (�) ; u (0) = �u (�) ;

where �, � and � are constants with � 2
h
0; 1

�

�
, 0 < � < 1; � 6= 1� ��; F : [0; 1]�R! P (R)

is a multivalued map, and P (R) is the family of all subsets of R.

Our results are based on the nonlinear alternative of Leray-Schauder type and some suitable

theorems of �xed point theory combined with some selection theorems.

Chapter 4. In this chapter, we prove that the W 3;1
E ([0; 1])-solutions set of the problem

�u000 (t) 2 F (t; u (t) ; u0 (t)) ; t 2 (0; 1) ; (PF2)

u (0) = u0 (0) = 0; u0 (1) =
Pm�2

i=1 �iu
0 (�i) :

is compact and a retract in C1E([0; 1]), when F is convex compact valued map and satis�es a

Lipschitz condition and a compactness condition.



CHAPTER 1

Preliminaries

In this Preliminary we introduce and state some necessary materials needed in the proof of our

results, and shortly the basic results concerning the Hausdor¤ topology, the Banach spaces, the

Lp spaces, W k;p Sobolev spaces and other theorems as existence and uniqueness theorems. The

knowledge of all this notations and results are important for our study.

1.1 Hyperspace topologies - De�nitions and properties

Given a topological space X, the spaces obtained by giving a topology � (in terms of that on

X) to the collection of subsets of X are called hyperspaces of X.

Hyperspace theory had its beginnings in the early 1900, with the works of Hausdor¤ and

Vietoris. The study of hyperspaces originated with Hausdor¤, who in [Hausdor� 1944]

de�ned a metric, Hd, on the set of the nonempty closed subsets of a metric space X, called the

Univ-B.M, Annaba Département de mathématique Rezaiguia Ali



1.1 Hyperspace topologies - De�nitions and properties 10

Hausdor¤ metric. We denote

P0(X) = fA 2 P(X) : A 6= ;g ;

Pcl(X) = fA 2 P0(X) : A is closedg ;

Pb(X) = fA 2 P0(X) : A is boundedg ;

Pcomp(X) = fA 2 P0(X) : A is compactg ;

Pcv(X) = fA 2 P0(X) : A is convexg :

De�nition 1.1.1 We de�ne A to be bounded in (X; d) if there exists x0 2 X and r > 0 such

that A � B (x0; r) :

In particular the metric space (X; d) is said to be bounded i¤

sup
x;y2X

d (x; y) <1:

Let (X; d) be a bounded metric space. For all A � X; we have

U (A; ") =
[
a2A

Bd (a; ") :

If A;B 2 P0 (X) ; we de�ne

Hd (A;B) = max

�
sup
a2A

d (a;B) ; sup
b2B

d (b; A)

�
(1.1)

It will now be shown that (P0 (X) ; Hd) forms a metric space called Hausdor¤ metric space

determined by (X; d) :

Show that Hd is a distance on P (X) ; see [29]. It is clear that, for all A;B in P0 (X) ;

Hd (A;B) = 0() A = B;

Hd (A;B) = Hd (B;A) ;

Univ-B.M, Annaba Département de mathématique Rezaiguia Ali



1.2 Some functional spaces needed 11

Let�s check the triangle inequality. For every a 2 A; b 2 B; c 2 C were successively:

d (a;B) 6 d (a; b) 6 d (a; c) + d (c; b)

d (a;B) 6 d (a; c) + d (c; B)

d (a;B) 6 d (a; c) +Hd (C;B)

d (a;B) 6 d (a; C) +Hd (C;B)

sup
a2A

d (a;B) 6 Hd (A;C) +Hd (C;B)

Similarly, we have:

sup
b2B

d (A; b) 6 Hd (A;C) +Hd (C;B)

Hence:

Hd (A;B) 6 Hd (A;C) +Hd (C;B)

So

Hd (A;B) 6 Hd (A;C) +Hd (C;B) :

Remark 1.1.1 The Hausdor¤ topology �Hd on Pcl(X) is the topology induced by the Hausdor¤

metric Hd: However, this topology is not determined by the topology induced by the metric on

X.

Example 1.1.1 Let X the set of positive real numbers; let d (x; y) =
��� x
1+x

� y
1+y

��� and d0 (x; y) =
min (1; jx� yj) : distances d and d0 induce the same topology on X; but (Pcl (X) ; �Hd) and�
Pcl (X) ; �Hd0

�
are di¤erent. Indeed, we show the set Pb (N)is closed for �Hd0 but is not for

�Hd0 :

Proposition 1.1.1 (X; d) is complete i¤ (Pcl (X) ; �Hd) is also.

Proof. [30]:

1.2 Some functional spaces needed

De�nition 1.2.1 A Banach space is a complete normed linear space E. Its dual space E 0 is

the linear space of all continuous linear functional f : E ! |:

Univ-B.M, Annaba Département de mathématique Rezaiguia Ali



1.2 Some functional spaces needed 12

Proposition 1.2.1 [48] E 0 equipped with the norm k�kE0 de�ned by

kfkE0 = sup fjf (x)j : kxk � 1g ; (1.2)

is also a Banach space.

Theorem 1.2.1 [48] Let E be a Banach space. Then, E is re�exive, if and only if,

BE = fx 2 E : kxk � 1g ;

is compact with the weak topology � (E;E 0).

De�nition 1.2.2 Let E be a Banach space, and let (un)n2N be a sequence in E. Then un

converges strongly to u in E if and only if

lim
n!1

kun � ukE = 0;

and this is denoted by un ! u, or lim
n!1

un = u:

In what follows, by E we will denote a Banach space over the �eld of real numbers R and let

r be positive real number and by T a closed interval.

Notation 1.2.1 The space C (T;E) is the space of all continuous E-valued functions de�ned

on T ,

C (T;E) = fu : T �! E; u is continuousg :

We consider the Tchebyshev norm

k:k1 : C (T;E) �! [0;1) ;

de�ned by

kuk1 = max fju (t)j , for all t 2 Tg ; (1.3)

where j�j stands for the norm in E. Then (C(T;E); k:k1) is a Banach space.

Notation 1.2.2 Let ACi([a; b]; E) denote the space of i�times di¤erentiable functions f :

(a; b)! E, whose ith derivative, f (i) , is absolutely continuous.

Univ-B.M, Annaba Département de mathématique Rezaiguia Ali



1.2 Some functional spaces needed 13

De�nition 1.2.3 Let N : E ! E be a linear map. N said to be bounded provided there exists

r > 0 such that

jN (x)j 6 r jxj ; for every x 2 E:

The following result is classical.

Proposition 1.2.2 A linear map N : E ! E is continuous if and only if N is bounded.

De�nition 1.2.4 The space B(E); is the space of all linear bounded E-valued functions de�ned

on E,

B(E) = fN : E ! Ej N is linear boundedg ;

and for N 2 B(E), we de�ne the norm operator as

kNkB(E) = inf fr > 0 j 8x 2 E jN(x)j < rjxjg ; (1.4)

Then (B(E); k:kB(E)) is a Banach space.

We also have

kNkB(E) = sup fjN(x)j ; jxj = 1g : (1.5)

De�nition 1.2.5 A function f : T ! E is said to be measurable provided that for every open

U � E,

the set

f�1(U) = ft 2 T j f(t) 2 Ug :

is Lebesgue measurable.

Proposition 1.2.3 We say that a measurable function f : T ! E is Bochner integrable pro-

vided that the function jf j : T ! [0;1) is a Lebesgue integrable function ( For properties of the

Bochner integral, see for instance, Yosida, see [55]).

De�nition 1.2.6 We de�ne the space L1(T;E), by

L1(T;E) = ff : T ! E j f is Bochner integrableg :

Univ-B.M, Annaba Département de mathématique Rezaiguia Ali



1.3 De�nitions and results from multivalued analysis 14

Let us add that two functions f1; f2 : T ! E such that the set ff1(t) 6= f2(t) j t 2 T g has

Lebesgue measure equal to zero are considered as equal. Then we are able to de�ne

kfkL1 =
Z b

a

jf(t)j dt; for T = [a; b]: (1.6)

It is well known that (L1(T;E); k:kL1) is a Banach space.

De�nition 1.2.7 Let W 3;1([0; 1]; E): be the space of all continuous functions in C ([0; 1] ; E)

such that their �rst derivatives are continuous and their second and third weak derivatives belong

to L1(T;E); W 3;1([0; 1]; E) is a Banach space with its usual norm

kfkW 3;1([0;1];E) = kfkL1 + kf 0kL1 + kf 00kL1 + kf 000kL1 ; for all f 2 L1(T;E). (1.7)

1.3 De�nitions and results from multivalued analysis

In this section, we introduce notations, de�nitions, and preliminary facts from multivalued

analysis, which are used throughout this thesis.

Let (X; k.k) be a Banach space and Y is.

De�nition 1.3.1 A multivalued function (or a multivalued operator, multivalued map ) from

X into P (Y ) is a correspondence that associates to each element x 2 X a subset F (x) of Y .

We denote this correspondence by the symbol F : X ! P (Y ). We de�ne:

� the e¤ective domain DomF = fx 2 X : F (x) 6= ;g :

� the graph: GraF = f(x; y) 2 X � Y : x 2 DomF; y 2 F (x)g :

� the range F (X) = [x2XF (x).

� the image of the set A 2 P (X) : F (A) = [x2AF (x) :

� the inverse image of the set B 2 P (Y ) : F� (B) = fx 2 X : F (x) \B 6= ;g :

� the strict inverse image of the set B 2 P (Y ) : F+ (B) = fx 2 X : F (x) � Bg :

Univ-B.M, Annaba Département de mathématique Rezaiguia Ali



1.3 De�nitions and results from multivalued analysis 15

� the inverse multivalued operator, denoted by F�1 : Y ! P (X), is de�ned by

F�1(y) = fx 2 X : y 2 F (x)g:

The set F�1(y) is called the �ber of F at the point y.

� A multivalued map G : X ! P (Y ) has convex (closed, compact) values if G(x) is convex

(closed, compact) for all x 2 X.

� We say that G is bounded on bounded sets if G(B) is bounded in Y for each bounded set B

of X, that is,

sup
x2B

fsup fkyk : y 2 G (x)gg <1:

� The map G is called upper semi continuous (u:s:c:); if for each closed set C � Y; G� (C) =

fx 2 X : G(x) \ C 6= ;g is closed in X.

� The map G is called lower semi continuous (l:s:c:), if for each open set O � Y; G� (O) =

fx 2 X : G(x) \O 6= ;g is open in X.

� Also, G is said to be completely continuous if G(B) is relatively compact for every bounded

subset B � X.

� If the multivalued map G is completely continuous with nonempty compact values, then G is

u:s:c. if and only if G has a closed graph (i:e:; xn ! x�; yn ! y�; yn 2 G(xn) imply that

y� 2 G(x�)).

� A multivalued map G : T ! P0(X) is said to be measurable i¤ for every open U � X the set

G� (U) measurable set.

� Finally, we say that G has a �xed point if there exists x 2 X such that x 2 G(x).

Let A be a subset of T � B. A is L 
 B measurable if A belongs to the ��algebra generated

by all sets of the form N �D, where N is Lebesgue measurable in T and D is Borel measurable

in B.

Univ-B.M, Annaba Département de mathématique Rezaiguia Ali



1.3 De�nitions and results from multivalued analysis 16

De�nition 1.3.2 A subset K of L1(T;E) is decomposable if for all u; v 2 K and N � T

measurable, the function u�N + v�J�N 2 K, where � stands for the characteristic function.

De�nition 1.3.3 Let Y be a separable metric space and let N : Y ! P0(L1 (T;E)) be a

multivalued operator. Say N has the property (BC) if

1) N is lower semi-continuous (l.s.c),

2) N has nonempty closed and decomposable values.

De�nition 1.3.4 Let F : T�E ! P0(E) be a multivalued map with nonempty compact values.

Assign to F the multivalued operator

F : C (T;E)! P0(L1 (T;E))

by letting

F(y) = fv 2 L1 (T;E) : v(t) 2 F (t; y(t)) for a.e. t 2 Tg: (1.8)

The operator F is called the Niemytzki operator associated to F:

De�nition 1.3.5 Let F : T � E ! P (E) be a multivalued function with nonempty compact

values. Say that F is of lower semicontinuous type (l:s:c:type) if its associated Niemytzki

operator F is lower semicontinuous and has nonempty closed and decomposable values.

De�nition 1.3.6 The multivalued map F : T �E ! P (E) is said to be L1�Caratheodory if ´

(i) t! F (t; u) is measurable for each u 2 E;

(ii) u! F (t; u) is upper semicontinuous on E for almost all t 2 T ;

(iii) for each � > 0, there exists �� 2 L1(T;R+) such that

kF (t; u)kP (E) = sup fjvj : v 2 F (t; u)g 6 �� (t)

for all kuk � r and for a.e. t 2 T .
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1.4 Fixed point theorems 17

Lemma 1.3.1 [38] LetX be a Banach space. Let F : T�X ! Pcomp;cv(X) be an L1�Caratheodory

multivalued map with

SF;y =
�
g 2 L1 (T;X) : g (t) 2 F (t; y (t)) for a.e. t 2 T

	
6= ; (1.9)

and let � be a linear continuous mapping from L1 (T;X) to C (T;X) . Then the operator

� � SF : C (T;X)! Pcomp;cv (C (T;X)) ; y ! (� � SF ) (y) = � (SF;y) (1.10)

is a closed graph operator in C (T;X)� C (T;X) :

Lemma 1.3.2 (see [22]). Assume that

H1) F : T � E ! P (E) is a nonempty, compact-valued, multivalued map such that

(a) (t; u)! F (t; u) is L
B measurable,

(b) u! F (t; u) is lower semicontinuous for a.e. t 2 T ;

H2) for each r > 0, there exists a function hr 2 L1(T;R+) such that

kF (t; u)kP = sup fjvj : v 2 F (t; u)g � h (t) for each (t; u) 2 T � E with u � r.

Then F is of l:s:c:type:

For more details on multivalued maps, we refer to the books of Deimling [18], Gorniewicz [26],

Hu and Papageorgiou [31], and Tolstonogov [51]:

1.4 Fixed point theorems

Fixed point theorems play a major role in our existence results. Therefore we state a number

of �xed point theorems. We start with Schaefer�s �xed point theorem.

De�nition 1.4.1 A function f : X ! X is said to have a �xed point if x0 = f(x0) for some

x0 2 X:

Theorem 1.4.1 (Schaefer�s �xed point theorem, see also [20]; page 29). Let X be a Ba-

nach space and let N : X ! X be a completely continuous map. If the set

� = fx 2 X : �x = Nx for some � > 1g

is bounded, then N has a �xed point.
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1.4 Fixed point theorems 18

The second �xed point theorem concerns multivalued mappings.

De�nition 1.4.2 A multifunction F : X ! P (X) is said to have �xed point if x0 2 F (x0) for

some x0 2 X:

The next �xed point theorems are the well-knownNonlinear alternative of Leray Schauder

type and Covitz and Nadler�s �xed point theorem for multivalued contractions [17] [27]

(see also Deimling [18]; Theorem 11:1).

Next, we state a well-known result often referred to as the nonlinear alternative. By U and @U ,

we denote the closure of U and the boundary of U , respectively.

Theorem 1.4.2 (Nonlinear alternative of Leray Schauder type [27]). Let X be a Banach

space and C a nonempty convex subset of X: Let U a nonempty open subset of C with 0 2 U

and T : U ! P (C) an upper semicontinuous and compact multivalued operator. Then either,

1. T has a �xed point in U ; or

2. There is a point u 2 @U and � 2 (0; 1) with u = �T (u).

Before stating our next �xed point theorem, we need some preliminaries.

De�nition 1.4.3 A multivalued operator G : X ! Pcl(X) is called

a) -Lipschitz if there exists  > 0 such that

Hd (G(x); G(y)) � d(x; y); for each x; y 2 X;

b) a contraction if it is -Lipschitz with  < 1.

Theorem 1.4.3 (Covitz and Nadler [17]). Let (X; d) be a complete metric space. If G :

X ! Pcl(X) is a contraction, then FixG 6= ;:
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1.5 Some additional theorems and de�nitions 19

1.5 Some additional theorems and de�nitions

Let (E;�; �) be a measure space and let F = fu�g�2J be a family of measurable functions

u� : E ! R. A measurable function u0 : E ! R is said to be the essential in�mum of the

famely F if

De�nition 1.5.1

1- For every � 2 J and for � a:e:x 2 E; there is u� 2 F : u0 (x) � u� (x) ;

2- If u : E ! R is measurable function such that u � u� for every � 2 J and for � a:e:x 2 E;

then u (x) � u0 (x) for � a:e:x 2 E:

De�nition 1.5.2 Suppose X is a topological space and U is an open cover of X. A cover V

is a re�nement of U if and only if

8V 2 V ;9 U 2 U , V � U:

De�nition 1.5.3 Suppose X is a topological space. A collection fAi; i 2 Ig of subsets of X is

locally �nite, if and only if for each x 2 X there is an open U 3 x with card fi 2 I; U \ Ai 6= ;g

�nite.

De�nition 1.5.4 (Paracompact spaces) A topological space X is called a paracompact space if

X is a Hausdor¤ space and every open cover of X has a locally �nite open re�nement.

Theorem 1.5.1 [21] Every compact space is paracompact.

De�nition 1.5.5 A nonempty partially ordered set A is said to be directed downward set, if

for any x1; x2 2 A there exists y 2 A such that y � x1 and y � x2.

De�nition 1.5.6 A nonempty subset A � C(X), where X is a metric space, is said to be

bounded if there exists a M > 0 such that for all u 2 A, kuk �M .

De�nition 1.5.7 A nonempty subset A � C(X);where X is a metric space is said to be rela-

tively compact if A is compact.
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1.5 Some additional theorems and de�nitions 20

De�nition 1.5.8 Let A a nonempty subset in C(X); then we say that A is equicontinuous at

x 2 X if for each � > 0, there exists a � = � (�; x) such that for some y 2 X, d(y; x) � � =)

ju(y)� u(x)j � � for all u 2 A.

Theorem 1.5.2 ([9] Ascoli�Arzela Theorem). Let X be a compact metric space. If A is an

equicontinuous, bounded subset of C(X), then A is relatively compact.

Theorem 1.5.3 ([1] Dominated convergence theorem). Let (fn)n�1 be a sequence of strongly

measurable functions and let f : X ! E be a function. Suppose that

� lim
n!1

fn = f everywhere on X,

� There exists g 2 Lp (X) such that, for every n � 1; kfnk � g everywhere,

then,

fn ! f in Lp (X;E) :

In particular, in the case p = 1;

lim
n!1

Z
X

fnd� =

Z
X

lim
n!1

fnd� =

Z
X

fd�:

De�nition 1.5.9 A subspace A of E is called a retract of E if there is a continuous map

f : E ! E (called a retraction) such that for all x 2 E and all a 2 A :

f(x) 2 A; and f(a) = a:

Equivalently, a subspace A of E is called a retract of E if there is a continuous map f : E ! E

(called a retraction) such that for all a 2 A :

f(a) = a:
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CHAPTER 2

Selection Theory

In this chapter, we shall introduce two prancipal theorems with proof about selection theory,

needed in the proof of our results in next chapters.

2.1 Continuous Selection Theorems

Before stating the continuous selection theorems Due To Bressan and Colombo, we bringing

some theorems and lemma needed in the sequel.

Theorem 2.1.1 ([19];Theorem 2.2;p.127) Egorov�s theorem) Let (fn) be a sequence of measur-

able functions de�ned on a measurable set E of �nite measure and with values in R�. Assume

that the sequence converges a.e. in E to a function f : E ! R�, which is �nite a.e. in E. Then

for every � > 0, there exists a measurable set E� � E such that � (E � E�) < � and fn ! f

uniformly in E�.

Theorem 2.1.2 ([2]; p:84) approximate selection, Cellina) Let X be a metric space and Z a

Bnach space. Let F : X ! P0 (Z) be an upper semicontinous map with convex values. Then

for every " > 0; F admits a continuous "�approximate selection, i.e. a continuous function

f" : X ! Z such that

Graf" � B (GraF; ")
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2.1 Continuous Selection Theorems 22

Here B (V; ") denotes the "�neighborhood of a set V:

Theorem 2.1.3 [40];Theorem 3.2, Michal�s selection theorem) Let X be a paracompact topo-

logical space and Z be a Banach space, and F : X ! P0 (Z) a lower semicontinuous multivalued

map with nonempty convex closed values. Then there exists a continuous selection f : X ! Z

of F:

Lemma 2.1.1 Let (T;A; �) be a measre space with ��algebra A of subsets of T and let X be

a separable metric space, and let

'n : X ! L1(T;R);

hn : X ! [0; 1]

8n � 1 be two sequences of continuous functions, with 'n (x) (t) � 0;8x 2 X;8t 2 T and such

that

fsupp (hn) ;n � 1 g is locally �nite (closed) covering of X:

Then for every " > 0 and every continuous strictly positive function l : X ! R+, there existe

a continuous function � : X ! R+ and a map � : R+ � [0; 1]! A wich satisfy conditions

(a) � (� ; �1) � � (� ; �2) if �1 � �2;

(b) � (� (� 1; �1)4 � (� 2; �2)) � j�1 � �2j+ j� 1 � � 2j ;

(c) if hn (x) = 1 then �������
Z

�(�(x);�)

'n (x) d�� �

Z
T

'n (x) d�

������� <
"

4l (x)
(n � 1)

for all x 2 X; and �; �1; �2 2 [0; 1] and � ; � 1; � 2 � 0:

Proof. (see [7]; p73):
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2.1 Continuous Selection Theorems 23

2.1.1 Selection Theorem Due To Bressan and Colombo

In what follows, the main arguments are taken from [24]:We list �rst some preliminary results.

Proposition 2.1.1 Let K be a family de�ned by

K =
�
f ; f : T ! R+ a nonegative measurable functions

	
Then there exists a measurable functions g : T ! R+ such that

(I) g � f �-a.e. for all f 2 K,

(II) if h is a measurable function such that h � f �-a.e. for all f 2 K, then h � g �-a.e

Furthermore, there exists a sequence (fn) in K such that

g (t) = inf ffn (t) ;n � 1g for a.e. t in T: (2.1)

The sequence (fn) can be chosen to be decreasing, if the family K is directed downwards.

Proof. see ([41]; p:121):

By (II) ; the function g is unique up to �-eqivalence: it is the greatest lower bound of K in the

sense of �-a.e. inequality, and denoted by ess inf ff ; f 2 Kg.

Proposition 2.1.2 Let C be a nonempty closed decomposable subset of L1 (T;E) and let � (t) =

ess inf fkfkE ; f 2 Fg ; then, for every g0 2 L1 (T;R) such that g0 (t) > � (t) �-a.e., there exists

an element f0 2 C such that

kf0 (t)kE < g0 (t) �-a:e: (2.2)

Proof. The set K = fkf0 (:)kE ; f 2 Cg is decomposable subset of L1 (T;R) : Therefore, it is

directed downwards.

By Proposition 2.1.1, take a sequence (fn)n�1in C such that

kfm (t)kE � kfn (t)kE 8m < n; t 2 T; (2.3)

� (t) = lim
n!1

kfn (t)kE �-a:e: (2.4)
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Let now g0 be given, with g0 (t) > � (t) �-a:e:; and de�ne the increasing sequense of sets

T0 = ;; (2.5)

Tn = ft 2 T ; kfn (t)kE < g0 (t)g ; n � 1:

Observe that �
�
T r

S
n�0 Tn

�
= 0:

De�ne the sequense (hn) by setting

hn =

�
fk if t 2 Tk r Tk�1; k = 1; :::; n� 1;

fn if t 2 T r
S
k<n Tk:

(2.6)

Since C is decomposable, each hn belongs to C: Moreover, the sequence hn (t) is eventually

constant for a:e: t 2 T; and khn (t)kE � kf1 (t)kE �-a:e:; hence, by the Dominated convergence

theorem, hn converges in L1 (T;E) to some function f0: Clearly, f0 2 C because C is closed.

Finally, if t 2 Tn r Tn�1 for some n; then

kf0 (t)kE = kfn (t)kE < g0 (t) : (2.7)

Therefore, f0 satis�es (2:2)

Proposition 2.1.3 Let X be a metric space and let F : X ! D(L1(T;E)) be a l:s:c multifunc-

tion with closed decomposable values. For all x 2 X; let �x (t) = ess inf fkf (t)kE ; f 2 F (x)g :

Then the multivalued map P : X ! L1(T;R) de�ned as

P (x) =
�
g 2 L1(T;R); g (t) > �x (t) �-a:e: x 2 X

	
(2.8)

is lower semicontinuous.

Proof. Let C be an arbitrary closed subset of L1(T;R) it su¢ ces to show that, if P (xn) � C

for some sequence (xn)n>1 converging to x0 , then also P (x0) � C. To this purpose, �x any

g0 2 P (x0) and take, by Proposition 2.1.2 , a function f0 2 F (x0) such that kf0 (t)kE < g0 (t)

�-a:e: Because of the lower semicontinuity of F , there exists a sequence fn 2 F (xn) such that

fn ! f0 in L1(T;E) . Then , for every n � 1, the function gn = kfnkE + g0�kf0kE belongs to

P (xn) wich is contained in C:

Since the sequence (gn) converges to g0 in the norm of L1(T;R) and C is closed, this implies

g0 2 C:
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Proposition 2.1.4 Let X be a metric space, and let G : X ! D(L1(T;E)) be a l.s.c map with

closed decomposable values. Assume that there exist continuous mappings g : X ! L1(T;E)

and r : X ! L1(T;R) such that, For every x 2 X; the set

P (x) = ff 2 G (x) ; kf (t)� g (x) (t)kE < r (x) (t) �-a:e:g (2.9)

is nonempty, then the map P : X ! D(L1(T;E)) is l.s.c with decomposable values.

Proof. Clearly, for every x 2 X, P (x) is a decomposable set, because it is the intersection of

two decomposable sets.

To check the lower semicontinuity of P; let C be any closed subset of L1(T;E): It su¢ ces to

show that, for any sequence (xn) in X converging to a point x0; if P (xn) � C for all n � 1;

then P (x0) � C:

Let f0 2 P (x0) : By the lower semicontinuity of G;there exists a sequence fn 2 G (xn) ; n =

1; 2; :::; such that fn ! f0 in L1(T;E): By possible taking a subsequence, we can assume that

fn (t) ; g (xn) (t) ; r (xn) (t)

converge to

f0 (t) ; g (x0) (t) ; r (x0) (t)

respectively; �� a:e:in T:

Applying Egorov�s theorem we have, for each i � 1 the existence of an increasing sequence of

a measurable set Ti � T such that

fn; g (xn) and r (xn) converge uniformly on Ti

and Z
TrTi

r (x0) :d� <
1

i
:

For each k � 1; consider the sets

Ti;k =

�
t 2 Ti; kf0 (t)� g (x0) (t)kE < r (x0) (t)�

1

k

�
: (2.10)
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And notice that fTi;kg1i=1 form for every i an increasing sequence of measurable sets with[
k�1

Ti;k = Ti

Hence, for every i � 1; there exists an integer k (i) such thatZ
TirTi;k(i)

r (x0) d� <
1

i
: (2.11)

Therefore, the sets Ti;k(i) have the following propertiesZ
TrTi;k(i)

r (x0) d� <
2

i
; (2.12)

and

kf0 (t)� g (x0) (t)kE < r (x0)�
1

k (i)
8t 2 Ti;k(i): ( 2.13)

By ( 2:13) and by the uniform convergence on Ti;k(i); for all i � 1 there exists a sequence

fnigi�1 such that

kfn (t)� g (xn) (t)kE < r (xn) (t) 8t 2 Ti;k(i); n � ni: (2.14)

We can also assume that the sequence (ni)i�1 is strictly increacing. For each n, choose an

arbitrary hn 2 P (xn) and set, for ni � n < ni+1;

gn = fn:�Ti;k(i) + hn:�TrTi;k(i) : (2.15)

Since P (xn) is decomposable, gn 2 P (xn) � C: We claim that gn ! f0 in L1(T;E); which

implies f0 2 C:Indeed, for ni � n < ni+1; (2:12) and (2:14) yield

kgn � f0k1 �
Z
TrTi;k(i)

khn � g (xn)kE d�+
Z
TrTi;k(i)

kg (xn)� g (x0)kE d�

+

Z
TrTi;k(i)

kg (x0)� f0kE d�+
Z
Ti;k(i)

kfn � f0kE d�

�
Z
TrTi;k(i)

r (xn) d�+ kg (xn)� g (x0)k1 +
Z
TrTi;k(i)

r (x0) d�+ kfn � f0k1

� kr (xn)� r (x0)k1 + kg (xn)� g (x0)k1 + kfn � f0k1 +
4

i
:

As n!1; we also have i!1; hence our claim is proved.

The next result, concerning the existence of approximate selections, is the core of the whole

proof of theorem 2.1.4.
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Proposition 2.1.5 Let X be a separable metric space and let G : X ! D(L1(T;E)) be a

l.s.c map with closed decomposable values. Then, for every " > 0; there exist continuous maps

f" : X ! L1(T;E) and '" : X ! L1(T;R), such that f" is an "-approximate selection of G, in

the sense that, for each x 2 X; the set

G" (x) = ff 2 G (x) ; kf (t)� f" (x) (t)kE < '" (x) (t) �-a:e:g (2.16)

is nonempty, and k'" (x)k1 < ": Moreover, the map x ! G" (x) is l.s.c. with decomposable

values.

Proof. Let " > 0 be �xed arbitrary. For every x 2 X and f 2 G (x) ; the multivalued map Q

de�ned as

Q (x) =
�
g 2 L1(T;R); g (t) � ess inf

�f (t)� f (t)

E
; f 2 G (x)

	
for a:e: t 2 T

	
(2.17)

is l.s.c. with closed convex values.

To see this, de�ne F (x) =
�
f � f ; f 2 G (x)

	
: Then the map F is also l.s.c. with decomposable

values. By Proposition 2.1.3, the multivalued map P de�ned in (2:8) is l.s.c. Hence Q is l.s.c.,

because Q (x) is the closure of P (x), for all x 2 X:

It is therefore possible to apply Michael�s theorem to Q and obtain a continuous selection 'x;u

such that 'x;f (x) 2 Q (x), for all x 2 X and 'x;f (x) � 0: The family of setsnn
x 2 X;

'x;f (x)1 < "

4

o
;x 2 X; f 2 G (x)

o
(2.18)

is an open covering of the separable metric space X; therefore it has a countable nbd-�nite

open re�nement fVn;n � 1g : Let fpn (:)g be a continuous partition of unity subordinate to

the covering fVng and Let fhn (:)g be a famely of continuous functions from X into [0; 1]

such that hn � 1 on supp(pn) and supp(hn) � Vn: For every n � 1;choose xn; un such

that Vn �
�
x;
'xn;un (x)1 < "n4

	
and set 'n = 'xn;un : The function 'n have the following

properties :

'n (x) (t) � ess inf fkf (t)� fn (t)kE ; f 2 G (x)g ; (2.19)

pn (x) k'n (x)k1 � pn (x) :
"

4
(x 2 X;n � 1) : (2.20)
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lemma 2.1.1 applied to the sequences ('n) and (hn) ; and to the function l : l (x) =
P

n�1 hn,

yields a continuous function � : X ! R+and a family f� (� ; �)g of measurable subsets of T

satisfying (a) ; (b) and (c0) :

It is now possible to construct the function f" and '": Set �0 � 0; �n (x) =
P

m�n pm (x) ; and

de�ne

f" (x) =
X

n�1
un:�n (x) ; '" (x) = "=4 +

X
n�1

'n (x) :�n (x) ; (2.21)

where

�n (x) = ��(�(x);�n(x))n�(�(x);�n�1(x)): (2.22)

Clearly , f" and '" are continuous, because the above summation are locally �nite.

Let G" be de�ne by (2:16) : to check that the values of G" are nonempty, �x any x 2 X: For

every n � 1, use Proposition 2.1.2 and select fnx 2 G(x) such that

kfnx (t)� fn (t)kE � "=4 + ess inf fkf (t)� fn (t)kE ; f 2 G (x)g (2.23)

�-a:e: in T: Then

fx =
X

n�1
fnx :�n (x)

lies in G (x), because G (x) is decomposable, We claim that fx 2 G" (x) : Indeed, (2:19) and

(2:23) yield

kux (t)� f" (x) (t)kE �
X

n�1
kfnx (t)� fn (t)kE :�n (x) (t)

< '" (x) (t) �-a:e:in T:

Hence G" (x) 6= ;: Being the intersection of two decomposable sets G" (x) is also decomposable.

The lower semicontinuity of G" follows from Proposition 2.1.4.

To conclude the proof of Proposition 2.1.5 , it now su¢ ces to show that k'" (x)k1 < " for every

x: Set I (x) = fn � 1; pn (x) > 0g and notice that 1 �6= I (x) � l (x) : From (c0) in lemma
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2.1.1 and (2:20) we deduce

k'" (x)k1 = "=4 +
X

n�1

Z
T

'n (x) :�n (x) d�;

< "=4 +
X

n�1
[pn (x) k'n (x)k1 + "= (2l (x))] ;

� "=4 +

�
"=4 +

6= I (x) :"

2l (x)

�
;

� "

Theorem 2.1.4 Let X be a separable metric space, and let F : X ! D(L1(T;E)) be a l.s.c

multifunction with closed decomposable values. Then F has continuous selection.

Proof. Let the function F be given. Construct two sequences of continuous maps fn : X !

L1(T;E) and 'n : X ! L1(T;R) and a sequence of l.s.c multifunction Gn with decomposable

values, such that, for all x 2 X and n � 1;

(i) Gn (x) = fu 2 F (x) ; ku (t)� fn (x) (t)kE < 'n (x) (t) �-a:e:g 6= ;;

(ii) kfn (x) (t)� fn�1 (x) (t)kE � 'n (x) (t) + 'n�1 (x) (t) �-a:e in T (n � 2) ;

(iii) k'n (x)k1 < 2�n:

To do this, de�ne f1 and '1 by applying Proposition 2.1.5 with G = F; " = 1=2:

Let now fm, 'm and Gm be de�ned so that (i)� (iii) hold for all m = 1; :::; n� 1: To construct

fn and 'n apply again Proposition 2.1.5 with ; " = 2�n; de�ning G (x) to be the closure of

Gn�1 (x), for all x. By induction, the maps fn, 'n and Gn can be de�ned for all n � 1: By

(ii) ; the sequence (fn)n�1 is Cauchy in the L
1- norm, hence it converges uniformly to some

continuous function f : X ! L1(T;E): By (i) and (iii) dL1 (fn (x) ; F (x)) < 2�n: Since F (x)

is closed, this implies that f (x) 2 F (x) for all x 2 X; hence f is selection of F:

2.2 Mesurable Selection Theorem

Let T be a set of arbitrary elements and X a metric space. Let S be a countably additive

family of subsets of T [that is, if An 2 S for n = 1; 2; ::. then [1n=1An 2 S]. Then the following

statement is true.
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Lemma 2.2.1 Let gn : T ! X for n = 1; 2; :::; and let g(x) = lim gn(x) where the convergence

is uniform.

Suppose that

g�1n (U) 2 S whenever U is open in X: (1n)

Then g�1 (U) 2 S whenever U is open in X:

Proof. (see [43]; ; p49)

Let L be a �eld of subsets of X. [In other words, if A; B are members of L, then so are

A [B;A \B and X � A].

Denote by S the countably additive family induced by L, that is, the family of countable

unions of members of L.

2.2.1 Selection Theorem Due To Kuratowski, Ryll, and Nardzewski

Theorem 2.2.1 Let (T;�) be a measurable space, (X; d) a separable, complete metric space

and G : T ! Pcl(X) a multivalued map with nonempty closed values. If G is measurable,

then it has a measurable selection. i.e. there exists a measurable map g : T ! X such that

g(t) 2 G(t), for every t 2 T:

Proof. Let A = (a1; a2; :::; ai; :::) be a countable set dense in X. We may suppose of course

that the diameter

diam (X) = sup fd (x; y) : x; y 2 Xg � 1:

we�ll de�ne g as the limit of mappings gn : T ! X, (n = 0; 1; 2; ::) satisfying condition 1n and

the two following conditions.

d(gn(x); G(x)) <
1

2n
; (2n)

jgn(x)� gn�1(x)j <
1

2n�1
for n > 0: (3n)

Let us proceed by induction. Put g0(x) = r1, for each x 2 T .

Thus 10 and 20 are ful�lled.

Now let us assume, for a given n > 0, that gn�1 satis�es conditions 1n�1 and 2n�1.
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Put

Ci;n =

�
x : d(ai; G(x)) <

1

2n

�
;

Di;n =

�
x : jai � gn�1(x)j <

1

2n�1

�
;

and

Ai;n = Ci;n \Di;n:

We have, X = A1;n [ A2;n [ ::: . For, x being a given point of T , there is by 2n�1; y 2 G(x)

such that

jy � gn�1(x)j <
1

2n�1
:

Since (a1; a2; :::; ai; :::) is dense, we can �nd a ai such that

jai � yj < 1

2n
;

and

jai � gn�1(x)j <
1

2n�1
:

Hence, x 2 Ai;n.

Denote by Bi;n the open ball

Bi;n =

�
y : jy � aij <

1

2n

�
;

it follows that

Ci;n = fx : G(x) \Bi;n 6= ;g and Di;n = g�1n�1(Bi;n�1):

Hence it follows that

Ci;n 2 S and Di;n 2 S and consequently Ai;n 2 S:

Consequently, Ani = [1j=1Eni;j where Eni;j 2 L:

Arrange the double sequence (i; j) in a simple sequence (ks;ms) where s = 1; 2; :::; and put

Ens = Enks;ms
:

We have, T = En1 [ En2 [ ::: [ Ens [ :::
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This identity allows us to de�ne a mapping gn : T ! A as follows:

gn(x) = aks , x 2 Ens n
�
En1 [ En2 [ ::: [ Ens�1

�
:

We shall show that gn satis�es 1n; 2n and 3n:

By de�nition g�1n (aks) = Ens n
�
En1 [ En2 [ ::: [ Ens�1

�
. As L is a �eld, it follows that

g�1n (aks) 2 L and as g�1n (ai) = [ks=jg�1n (aks) ;

we have

g�1n (ai) 2 S for each i:

Consequently g�1n (Z) 2 S:for each Z 2 A (since A is countable and S countably additive).

Thus 1n is satis�ed. For a given x let s satisfy,

x 2 Ens n
�
En1 [ En2 [ ::: [ Ens�1

�
:

Put k = i. Hence we have x 2 Ens � Ai;n = Ci;n \Di;n and it is clear that gn�s satisfy 2n and

3n: Thus the sequence g0; g1; :::; gn::: has been de�ned according to the conditions 1n;2n and

3n.

By 3n and by the completeness of the space X, this sequence converges uniformly to a mapping

g : T ! X.

By lemma 2.2.1, it follows g�1(U) 2 S whenever U is open in X. Finally g(x) 2 G(x)

according to 2n . therefore the proof of Theorem 2.2.1 is complete.
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CHAPTER 3

Solvability Of a Three-Point Boundary Value
Problem For a Third-Order Di¤erential

Inclusion

In this chapter we discuss the existence of solutions for a third- order di¤erential inclusion with

three-point boundary conditions involving convex and nonconvex multivalued maps. Our results

are based on the nonlinear alternative of Leray-Schauder type and some suitable theorems of

�xed point theory combined with some selection theorems, (see [46]):

3.1 Exposure of the problem

In [45], By using Krasnoselskii�s �xed point theorem and the �xed point index theory, the

authors discussed the existence of positive solutions for the problem

u000 (t) + a (t) f (t; u (t)) = 0; t 2 (0; 1) ; (Pf0)

u0 (0) = u0 (1) = �u (�) ; u (0) = �u (�) ;

where �, � and � are constants with � 2
h
0; 1

�

�
; and 0 < � < 1 and � 2 [0; 1� ��).

In this chapter we investigate the solutions for a third-order di¤erential inclusion with three-

Univ-B.M, Annaba Département de mathématique Rezaiguia Ali



3.2 Study and Discussion of Problematic 34

point boundary value problem , see[46].

�u000 (t) 2 F (t; u (t)) ; t 2 (0; 1) ; (PF1)

u0 (0) = u0 (1) = �u (�) ; u (0) = �u (�) ;

where �, � and � are constants with � 2
h
0; 1

�

�
, 0 < � < 1; � 6= 1� ��; F : [0; 1]�R! P (R)

is a multivalued map, and P (R) is the family of all subsets of R. The present chapter is

motivated by a recent paper of Ali Rezaiguia and Smail Kelaiaia [45], where it is considered

problem (Pf0) with F (:; :) single valued and several existence results are obtained by using

�xed point techniques and index theory.

3.2 Study and Discussion of Problematic

Here C ([0; 1] ;R) denotes the Banach space of all continuous functions from [0; 1] into R with

the norm

kuk = sup fju (t)j , for all t 2 [0; 1]g ;

L1 ([0; 1] ;R), the Banach space of measurable functions u : [0; 1] ! R which are Lebesgue

integrable, normed by

kukL1 =
Z 1

0

ju (t)j dt

and ACi([0; 1];R) the space of i�times di¤erentiable functions u : [0; 1]! R, whose ith deriv-

ative, u(i)is absolutely continuous.

Let A be a subset of [0; 1] �R. A is L
B measurable if A belongs to the ��algebra generated

by all sets of the form I�D where I is Lebesgue measurable in [0; 1] and D is Borel measurable

in R.

Let a subset A of L1 ([0; 1] ;R) be a decomposable set.

Let F : [0; 1]� R! Pcomp(R) be a multivalued map. Assign to F the multivalued operator

F : C ([0; 1] ;R)! P0(L1 ([0; 1] ;R))

and

F(u) = fw 2 L1 ([0; 1] ;R) : w(t) 2 F (t; u(t)) for a.e. t 2 [0; 1]g:
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The operator F is the Niemytzki operator associated with F: (F is of the lower semi-continuous

type (l.s.c type)).

Next we state a selection theorem due to Bressan and Colombo.

Lemma 3.2.1 [7] Let Y be separable metric space and let N : Y ! P0(L1 ([0; 1] ;R)) be a

multivalued operator which has the property (BC). Then N has a continuous selection, i.e

there exists a continuous function (single-valued) g : Y ! L1 ([0; 1] ;R) such that g(u) 2 N(u)

for every u 2 Y .

Lemma 3.2.2 [7] Let E be a Banach space, let F : [0; T ]� ! Pcomp;cv (E) be an L1�Caratheodory

multivalued map and let � be a linear continuous mapping from L1 ([0; 1] ; E) to C ([0; 1] ; E) .

Then the operator

� � SF : C ([0; 1] ; E)! Pcomp;cv (C ([0; 1] ; E)) ; u! (� � SF ) (u) = � (SF;u)

is a closed graph operator in C ([0; 1] ; E)� C ([0; 1] ; E) :

Lemma 3.2.3 [45] Assume � + �� 6= 1, then for y 2 C ([0; 1] ; R) the problem

u000 (t) + y (t) = 0; t 2 (0; 1) ; (3.1)

u0 (0) = u0 (1) = �u (�) ; u (0) = �u (�) ; (3.2)

has a unique solution

u (t) = �1
2

Z t

0

(t� s)2 y (s) ds+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s) y (s) ds�

�1
2

�t+ �

(1� �� � �)

Z �

0

(� � s)2 y (s) ds:

The proof of Lemma 3.2.3, is given by integrating three times u000 (t)+y (t) = 0 over the interval

[0; t], we obtain

u (t) = �1
2

Z t

0

(t� s)2 y (s) ds+ A1t
2 + A2t+ A3 where A1; A2; A3 2 R: (3.3)

The constants A1; A2 and A3 are given by the three-point boundary conditions (3:1) and (3:2)

respectively.
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Lemma 3.2.4 [17] Let (X; d) be a complete metric space. If N : X ! Pcl(X) is a contraction,

then FixN 6= ;.

3.2.1 The nonconvex case

By the help of Schaefer�s theorem combined with the selection theorem of Bressan and Colombo

for lower semicontinuous maps with decomposable values, we shall present �rst an existence

result for the problem (PF1). Before this, let us introduce the following hypotheses which are

assumed hereafter:

(H1) F : [0; 1]� R! Pcomp(R) be a multivalued map verifying :

a) (t; u)! F (t; u) is L 
 B measurable.

b) u! F (t; u) is lower semicontinuous for a.e. t 2 [0; 1] :

(H2) F is integrably bounded, that is, there exists a function m 2 L1 ([0; 1] ;R+) such that

kF (t; u)k = sup fkvk : v 2 F (t; u)g 6 m (t) for almost all t 2 [0; 1].

(H3) F : [0; 1] � R ! Pcomp (R) is such that F (�; u) [0; 1] � R ! Pcomp (R) is measurable for

each t 2 [0; 1].

(H4) Hd (F (t; u) ; F (t; u)) � p (t) ju � uj for almost all t 2 [0; 1] and u; u 2 R with p 2

L1 ([0; 1] ;R+) and d (0; F (t; 0)) � p (t) for almost all t 2 [0; 1].

(H5) F : [0; 1]� R! Pcv (R) is Carathéodory,

(H6) there exists a continuous nondecreasing function  : [0;1) ! (0;1) and a function

p 2 L1 ([0; 1] ;R+) such that

kF (t; u)kP = sup fjwj : w 2 F (t; u)g � p (t) (kuk) for each (t; u) 2 [0; 1]� R;

(H7) there exists a number M > 0 such that�
1 + �2

�+ j�j
j1� �� � �j

�
 (M) kpkL1 < M:
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Lemma 3.2.5 [23] Let F : [0; 1] � R ! Pcomp(R) be a multivalued map. Assume (H1) and

(H2) hold. Then F is of the l:s:c. type.

De�nition 3.2.1 A function u 2 AC2 ([0; 1] ;R) is called a solution to the BVP (PF1) if u

satis�es the di¤erential inclusion

�u000 (t) 2 F (t; u (t)) ; t 2 (0; 1) ;

and the condition

u0 (0) = u0 (1) = �u (�) ; u (0) = �u (�) :

In �rst result, we study the case when F is not necessarily convex valued. Our strategy to

deal with this problem is based on Schaefer�s �xed point theorem with the selection theorem

of Bressan and Colombo [7] for lower semicontinuous maps with decomposable values.

Theorem 3.2.1 Suppose that hypothesis (H1) and (H2) hold. Then the problem (PF1) has at

least one solution.

Proof. (H1) and (H2) imply by Lemma 3.2.5 that F is of the lower semi-continuous type.

Then from Lemma 3.2.1 there exists a continuous function g : C ([0; 1] ;R) ! L1 ([0; 1] ;R)

such that g (u) 2 F (u) for all u 2 C ([0; 1] ;R) :

We consider the problem

� u000 = g (u) ; a:e: t 2 [0; 1] ; (3.4)

u0 (0) = u0 (1) = �u (�) , u (0) = �u (�) : (3.5)

If u 2 C ([0; 1] ;R) is a solution to the problem (3:4) and (3:5), then u is a solution to the

problem (PF1) :

Transform problem (3:4) and (3:5) into a �xed point problem. Consider the operator T :

C ([0; 1] ;R)! C ([0; 1] ;R), de�ned by

T (u) (t) = �1
2

Z t

0

(t� s)2 g (u) ds+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s) g (u) ds�

�1
2

�t+ �

1� �� � �

Z �

0

(� � s)2 g (u) ds:
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We shall show that T is a compact operator.

Step 1: T is continuous.

Let fung be a sequence such that un ! u in C ([0; 1] ;R). Then

jT (un) (t)� T (u) (t)j � 1

2

Z t

0

(t� s)2 jg (un)� g (u)j ds

+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s) jg (un)� g (u)j ds

+
1

2

�t+ �

1� �� � �

Z �

0

(� � s)2 jg (un)� g (u)j ds;

Since g is continuous, then

kT (un)� T (u)k ! 0 as n!1:

Step 2: T is bounded on bounded sets of C ([0; 1] ;R).

Indeed, it is enough to show that there exists a positive constant c such that for each h 2

T (u); u 2 Br = fu 2 C ([0; 1] ;R) : kuk � rg one has khk � c: By (H2) we have for each

t 2 [0; 1] that

jh (t)j �
�
1 +

�2

2

���� �+ �

1� �� � �

����� Z 1

0

m (s) ds+
�2

2

���� �+ �

1� �� � �

���� Z �

0

m (s) ds = c:

Then khk � c:

Step 3: T sends bounded sets of C ([0; 1] ;R) into equicontinuous sets.

Let t1; t2 2 [0; 1] ; t1 < t2 and Br be a bounded set of C ([0; 1] ;R). Then we obtain

jh (t2)� h (t1)j �
1

2

Z t2

t1

(t2 � s)2 jg (u)j ds+ 1
2

�
t22 � t21 + �2

� (t2 � t1)

j1� �� � �j

� Z 1

0

(1� s) jg (u)j ds

+
1

2

� (t2 � t1)

j1� �� � �j

Z �

0

(� � s)2 jg (u)j ds+ 1
2

Z t1

0

�
(t1 � s)2 � (t2 � s)2

�
jg (u)j ds;

� 1

2

Z t2

t1

(t2 � s)2m (s) ds+

�
t22 � t21
2

+
��2 (t2 � t1)

2 j1� �� � �j

� Z 1

0

(1� s)m (s) ds

+
1

2

� (t2 � t1)

j1� �� � �j

Z �

0

(� � s)2m (s) ds+
1

2

Z t1

0

�
(t1 � s)2 � (t2 � s)2

�
m (s) ds:

As t2 ! t1 the right-hand side of the above inequality tends to zero.

As a consequence of Steps 1 to 3, together with the Arzela-Ascoli theorem we can onclude that

T is completely continuous.
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In order to apply Schaefer�s theorem, it remains to show that

Step 4: The set


 = fu 2 C ([0; 1] ;R) : �u = T (u) for some � > 1g

is bounded.

Let u 2 
. Then �u = T (u) for some � > 1 and

u (t) = ��
�1

2

Z t

0

(t� s)2 g (u) ds+
��1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s) g (u) ds

��
�1

2

�t+ �

1� �� � �

Z �

0

(� � s)2 g (u) ds;

this implies by (H2) that for each t 2 [0; 1] we have

ju (t)j � 1

2

Z t

0

(t� s)2m (s) ds+
1

2

�
t2 + �2

���� �t+ �

1� �� � �

����� Z 1

0

(1� s)m (s) ds

+
1

2

���� �t+ �

1� �� � �

���� Z �

0

(� � s)2m (s) ds;

thus

kuk � 1

2

Z 1

0

(t� s)2m (s) ds+
1

2

�
1 + �2

���� �+ �

1� �� � �

����� Z 1

0

(1� s)m (s) ds

+
1

2

���� �+ �

1� �� � �

���� Z �

0

(� � s)2m (s) ds = K:

This shows that 
 is bounded.

As a consequence of Schaefer�s theorem (see [20] p: 29) we deduce that T has a �xed point

which is a solution to (3:4) and (3:5) and hence from Remark 2.1 a solution to the problem

(PF1) :

Now, by applying a �xed point theorem for multivalued map due to Covitz and Nadler [17].we

prove the existence of solutions for the problem (PF1) with a non convex valued right-hand

side.

Theorem 3.2.2 Assume that (H3) and (H4) hold. Then the problem (PF1) has at least one

solution on [0; 1] if �
1 +

1 + �2

2

���� �+ �

1� �� � �

����� kpkL1 < 1:
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Proof. For each u 2 C ([0; 1]� R), de�ne the set of selections of F by

SF;u := fw 2 L1 ([0; 1] ;R) : w(t) 2 F (t; u(t)) for a.e. t 2 [0; 1]g:

and the multi-valued operator 
 : C ([0; 1]� R)! Pcl (C ([0; 1]� R)) by


 (u) =

�
h 2 C ([0; 1]� R) : h (t) = �1

2

Z t

0

(t� s)2 f (u) ds

+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s) f (u) ds

�
� 1
2

�t+ �

1� �� � �

Z �

0

(� � s)2 f (u) ds; t 2 [0; 1] :

for f 2 SF;u: Observe that the set SF;u is nonempty for each u 2 C ([0; 1]� R), by the as-

sumption H3, so F has a measurable selection (see Theorem III.6 [13]). Now we show that the

operator 
 satis�es the assumptions of Lemma 3.2.4. To show that 
 (u) 2 PclC ([0; 1]� R),

for each u 2 C ([0; 1]� R), let fvngn�0 2 
 (u) be such that vn ! v (n!1) in C ([0; 1]� R).

Then v 2 C ([0; 1]� R), and there exists wn 2 SF;u such that, for each t 2 [0; 1],

vn (t) = �1
2

Z t

0

(t� s)2wn (s) ds+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s)wn (s) ds

�1
2

�t+ �

1� �� � �

Z �

0

(� � s)2wn (s) ds;

As F has compact values, we pass onto a subsequence to obtain that wn converges to w in

L1 ([0; 1]� R). Thus, w 2 SF;u and, for each t 2 [0; 1],

vn (t) ! v (t) = �1
2

Z t

0

(t� s)2w (s) ds+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s)w (s) ds

�1
2

�t+ �

1� �� � �

Z �

0

(� � s)2w (s) ds;

Hence, v 2 
 (u).

Next we show that there exists  < 1 such that

Hd (
u;
u) �  ku� uk for each u; u 2 C ([0; 1]� R) :
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Let u; u 2 C ([0; 1]� R), and h1 2 
 (u). Then there exists v1 (t) 2 SF;u such that, for each

t 2 [0; 1],

h1 (t) = �1
2

Z t

0

(t� s)2 v1 (s) ds+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s) v1 (s) ds

�1
2

�t+ �

1� �� � �

Z �

0

(� � s)2 v1 (s) ds;

By H4, we have

Hd (F (t; u) ; F (t; u)) � p (t) ju (t)� u (t) j:

So, there exists w 2 SF;u such that

jv1 � wj � p (t) ju� uj; t 2 [0; 1] :

De�ne U : [0; 1]! P (R) by

U (t) = fw 2 R : jv1 � wj � p (t) ju (t)� u (t) jg:

Since the multivalued operator V (t) = U (t)\F (t; u (t)) is measurable (Proposition III.4 [13]),

there exists a function v2 (t) which is a measurable selection for V. So v2 (t) 2 SF;u, and for

each t 2 [0; 1], we have jv1 (t)� v2 (t) j � p (t) ju (t)� u (t) j. For each t 2 [0; 1], let us de�ne

h2 (t) = �1
2

Z t

0

(t� s)2 v2 (s) ds+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s) v2 (s) ds

�1
2

�t+ �

1� �� � �

Z �

0

(� � s)2 v2 (s) ds;

h1 (t) = �1
2

Z t

0

(t� s)2 v1 (s) ds+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s) v1 (s) ds

�1
2

�t+ �

1� �� � �

Z �

0

(� � s)2 v1 (s) ds;

Thus,

jh1 (t)� h2 (t)j �
1

2

Z t

0

(t� s)2 jv1 (s)� v2 (s)j ds

+
1

2

����t2 + �2
�t+ �

1� �� � �

���� Z 1

0

(1� s) jv1 (s)� v2 (s)j ds

+
1

2

���� �t+ �

1� �� � �

���� Z �

0

(� � s)2 jv1 (s)� v2 (s)j ds

�
�
1 +

1 + �2

2

���� �+ �

1� �� � �

����� Z 1

0

p (s) ju (s)� u (s)j ds;
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Hence,

kh1 � h2k �
�
1 +

1 + �2

2

���� �+ �

1� �� � �

����� kpkL1 ku� uk .

Analogously, interchanging the roles of u and u, we obtain

Hd (
 (u) ;
 (u)) �  ku� uk

�
�
1 +

1 + �2

2

���� �+ �

1� �� � �

����� kpkL1 ku� uk ;

Since 
 is a contraction, it follows by Therem 3.2.4, that 
 has a �xed point u which is a

solution of the problem (PF1). This completes the proof.

3.2.2 The convex case

Our results are based on the nonlinear alternative of Leray-Schauder type.

Theorem 3.2.3 Assume that (H5) ; (H6) and (H7) hold. Then the boundary value problem

(PF1) has at least one solution on [0; 1] :

Proof. De�ne the operator T : C ([0; 1] ;R)! P (C [0; 1] ;R) by

T (u) =

�
h 2 C ([0; 1] ;R) : h (t) = �1

2

Z t

0

(t� s)2 f (u) ds+

+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s) f (u) ds�

�1
2

�t+ �

1� �� � �

Z �

0

(� � s)2 f (u) ds

�
,

for f 2 SF;u, we will show that T satis�es the assumptions of the nonlinear alternative of

Leray-Schauder type. The proof consists of several steps.

Step 1: we show that T is convex for each u 2 C ([0; 1] ;R).

Let h1; h2 2 Tu. Then there exist w1; w2 2 SF;u such that, for each t 2 [0; 1], we have

hi (t) = �1
2

Z t

0

(t� s)2wi (s) ds+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s)wi (s) ds� i = 1; 2:

�1
2

�t+ �

(1� �� � �)

Z �

0

(� � s)2wi (s) ds;
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Let 0 � � � 1. So, for each t 2 [0; 1], we have

�h1 (t) + (1� �)h2 (t) =
1

2

Z t

0

(t� s)2 (�w1 (s) + (1� �)w2 (s)) ds+

+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s) (�w1 (s) + (1� �)w2 (s)) ds�

�1
2

�t+ �

(1� �� � �)

Z �

0

(� � s)2 (�w1 (s) + (1� �)w2 (s)) ds:

Since SF;u is convex, it follows that �h1 + (1� �)h2 2 Tu:

Step 2: we show that T maps bounded sets into bounded sets in C ([0; 1] ;R).

For a positive number r, let Br = fu 2 C ([0; 1] ;R) : kuk � rg be a bounded ball in

C ([0; 1] ;R) :So, for each h 2 Tu; u 2 Br, there exists w 2 SF;u such that

h (t) = �1
2

Z t

0

(t� s)2w (s) ds+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s)w (s) ds�

�1
2

�t+ �

(1� �� � �)

Z �

0

(� � s)2w (s) ds;

jh (t)j �  (kuk)
2

�
2 + �2

�+ j�j
j1� �� � �j

� Z 1

0

p (s) ds+

+
 (kuk)
2

�2
�+ j�j

j1� �� � �j

Z �

0

p (s) ds;

Thus,

khk �  (kuk)
2

�
2 + �2

�+ j�j
j1� �� � �j

� Z 1

0

p (s) ds+

+
 (kuk)
2

�2
�+ j�j

j1� �� � �j

Z �

0

p (s) ds:

Step 3: Now we show that T maps bounded sets into equicontinuous sets of C ([0; 1] ;R).

Let t1; t2 2 [0; 1] ;with t1 < t2 and Br be a bounded set of C ([0; 1] ;R). So we obtain, for each

h 2 Tu, we obtain sends bounded sets of C ([0; 1] ;R) into equicontinuous sets.
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jh (t2)� h (t1)j �
1

2

Z t2

t1

(t2 � s)2 jw (s)j ds+

+
1

2

��
t22 � t21

�
+ �2

� (t2 � t1)

j1� �� � �j

� Z 1

0

(1� s) jw (s)j ds+

+
1

2

� (t2 � t1)

j1� �� � �j

Z �

0

(� � s)2 jw (s)j ds+

+
1

2

Z t1

0

�
(t1 � s)2 � (t2 � s)2

�
jw (s)j ds;

�  (kuk)
2

Z t2

t1

(t2 � s)2 p (s) ds+

+
1

2

��
t22 � t21

�
+ �2

� (t2 � t1)

j1� �� � �j

�
 (kuk)

Z 1

0

(1� s) p (s) ds+

+
� (t2 � t1) (kuk)
2 j1� �� � �j

Z �

0

(� � s)2 p (s) ds+

+
 (kuk)
2

Z t1

0

�
(t1 � s)2 � (t2 � s)2

�
p (s) ds:

Obviously the right-hand side of the above inequality tends to zero independently of u 2 Br

as t2 � t1 ! 0. As T satis�es the above three assumptions, it follows by the Ascoli-Arzela�s

theorem that T : C ([0; 1] ;R)! P (C [0; 1] ;R) is completely continuous.

Step 4: we show that T has a closed graph.

Let un ! u�, hn 2 T (un) and hn ! h�. Then we need to show that h� 2 Tu�.

Associated with hn 2 T (un), there exists wn 2 SF;un such that, for each t 2 [0; 1],

hn (t) = �1
2

Z t

0

(t� s)2wn (s) ds+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s)wn (s) ds�

�1
2

�t+ �

1� �� � �

Z �

0

(� � s)2wn (s) ds;

Thus we have to show that there exists w� 2 SF;u� such that, for each t 2 [0; 1],

h� (t) = �1
2

Z t

0

(t� s)2w� (s) ds+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s)w� (s) ds�

�1
2

�t+ �

1� �� � �

Z �

0

(� � s)2w� (s) ds;
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Let us consider the continuous linear operator � : L1 ([0; 1] ;R)! C ([0; 1] ;R) given by

w ! �w (t) = �1
2

Z t

0

(t� s)2w (s) ds+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s)w (s) ds�

�1
2

�t+ �

1� �� � �

Z �

0

(� � s)2w (s) ds;

Observe that

khn (t)� h� (t)k =

�12
Z t

0

(t� s)2 (wn (s)� w� (s)) ds+

+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s) (wn (s)� w� (s)) ds�

�1
2

�t+ �

1� �� � �

Z �

0

(� � s)2 (wn (s)� w� (s)) ds

 :
then khn (t)� h� (t)k ! 0 as n!1:

Thus, it follows by Lemma 3.2.2 that � � F is a closed graph operator.

Further, we have hn (t) 2 �(SF;un). Since un ! u�, therefore, we have

h� (t) = �1
2

Z t

0

(t� s)2w� (s) ds+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s)w� (s) ds�

�1
2

�t+ �

1� �� � �

Z �

0

(� � s)2w� (s) ds:

for some w� 2 SF;u�.

Step 5: we discuss a priori bounds on solutions.

Let u be a solution of (PF1). So there exists w 2 L1 ([0; 1] ;R) with w 2 SF;u such that, for

t 2 [0; 1], we have

u (t) = �1
2

Z t

0

(t� s)2w (s) ds+
1

2

�
t2 + �2

�t+ �

1� �� � �

� Z 1

0

(1� s)w (s) ds�

�1
2

�t+ �

1� �� � �

Z �

0

(� � s)2w (s) ds;

In view of (H6), for each t 2 [0; 1], we obtain

ju (t)j �  (kuk)
�
1 + �2

�+ j�j
j1� �� � �j

� Z 1

0

p (s) ds:
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Consequently, we have
kuk

 (kuk)
h
1 + �2 �+j�j

j1�����j

i
kpkL1

� 1:

In view of (H7), there exists M such that kuk 6= M . Let us set

U = fu 2 C ([0; 1] ;R) : kuk < M + 1g:

Note that the operator T : U ! PC ([0; 1] ;R) is upper semicontinuous and completely contin-

uous. From the choice of U , there is no u 2 @U such that u 2 �Tx for some � 2 (0; 1).

Consequently, by the nonlinear alternative of Leray-Schauder type [27], we deduce that T has

a �xed point u 2 U which is a solution of the problem (PF1). This completes the proof.

3.3 Examples

The case, when F is convex valued:

Example 3.3.1 Consider the boundary value problem given by

� u000 (t) 2 F (t; u (t)) ; t 2 (0; 1) ; (3.6)

u0 (0) = u0 (1) =
1

2
u

�
1

2

�
; u (0) =

1

4
u

�
1

2

�
; (3.7)

where F : [0; 1]� R! P (R) is a multivalued map given by

u! F (t; u) =

"s
juj+ 1
juj+ 2 +

1

2
t2 +

3

2
;

u2

u2 + 1
+ exp (�t)� 1

#
For f 2 F , we have

jf j 6 max
�q

juj+1
juj+2 +

1
2
t2 + 3

2
; u2

u2+1
+ exp (�t)� 1

�
6 3; u 2 R;

Thus,

kF (t; u)kP = sup fjwj : w 2 F (t; u)g � 3 = p (t) (kuk) ; u 2 R;

with p(t) = 1;  (kuk) = 3: Further,using the condition�
1 + �2

�+ j�j
j1� �� � �j

�
 (M) kpkL1 < M;

we �nd that M > 33
8
. By Theorem 3.2.3, the the boundary value problem (3:6) and (3:7) has

at least one solution on [0; 1] :
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The case, when F is not necessarily convex valued:

Example 3.3.2 If F (t; u) =
h
2 exp(u)
3+exp(u)

; t3 + t+ 2
i
, then the condition of Theorem 3.2.1 hold,

with m (t) = t3 + t+ 2:

Example 3.3.3 If F (t; u) =
h

juj
1+juj +

1
2
t; 2juj3

juj3+1

i
[
n
ju�1j
2+juj + exp (t)

o
, then the condition of The-

orem 3.2.1 hold, with m (t) = et + 1:
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CHAPTER 4

The Topological Structure Of The Solutions
Set For (PF2)

In this chapter, we prove that theW 3;1([0; 1]; E)-solution set of (PF2) is compact and is retract

in C1([0,1]), where F is closed valued mapping.

4.1 The equation

This chapter is motivated by a recent paper [28], where it is considered problem (PF2) with

F (:; :) single valued and several existence results are obtained by using �xed point techniques.

It is a continuation of the work in [28]. Here we deal with some topological properties of the

solution set for a m�point (m > 3) third order boundary value problem (PF2) in a separable

Banach space E of the form

�u000 (t) 2 F (t; u (t) ; u0 (t)) ; t 2 (0; 1) ; (PF2)

u (0) = u0 (0) = 0; u0 (1) =
Pm�2

i=1 �iu
0 (�i) :

with the following assumption

Assumption (A) Let m > 3 be an integer number, 0 < �1 < �2 < ::: < �m�2 < 1 and
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�i 2 R; (i = 1; 2; :::;m� 2) satisfying the condition

1�
m�2X
i=1

�i�i 6= 0;

and F is a closed valued mapping.

Under suitable compactness conditions on F we prove the compactness of the solution set of

(PF2) in C1E([0; 1]) when F is convex compact valued and satis�es a Lipschitz condition and a

compactness condition. Using a result due to Ricceri [47] on contractive multivalued mapping

in a Banach space and these conditions on F , we also show that the solution set of problem

(PF2) is a retract in C1([0; 1]; E):

4.2 Notations and Preliminaries

Let E is a Banach space and E 0 its dual space, BE is the closed unit ball of E, L([0; 1]) is the

��algebra of Lebesgue measurable sets on [0; 1]: � = dt is the Lebesgue measure on [0; 1], B(E)

is the ��algebra of Borel subsets of E.

Let L1([0; 1]; E), the space of all Lebesgue-Bochner integrable E�valued functions de�ned

on [0; 1], and let C([0; 1]; E) be the Banach space of all continuous functions u from [0; 1]

into E endowed with the sup-norm and let C1([0; 1]; E) be the Banach space of all functions

u 2 C([0; 1]; E) with continuous derivative, equipped with the norm

kukC1 = max
�
max
t2[0;1]

kuk ; max
t2[0;1]

ku0k
�
:

We also denote the space of all continuous functions in C([0; 1]; E) such that their �rst deriva-

tives are continuous and their second weak derivatives belong to L1([0; 1]; E) byW 3;1([0; 1]; E):

By P0(E);Pcomp(E) and Pb(E) , we denote the collection of all nonempty closed subsets,

nonempty compact subsets and nonempty bounded closed subsets of E, respectively. If A is

a subset of E then jAj = supfkxk : x 2 Ag and d(x;A) = inffkx� yk : y 2 Ag; is the

distance of a point x 2 E to A. The Hausdor¤ distance between two subsets A and B of E is

dH(A;B) = max

�
sup
a2A

d(a;B); sup
b2B

d(b; A)

�
.
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We recall here some results which are directly applicable in the next sections. We begin with

a lemma that summarize some properties of the Green function associated with the m�points

boundary conditions.

Lemma 4.2.1 Let the Assumption (A) hold. Let E be a separable Banach space and let G :

[0; 1]� [0; 1]! R be the function de�ned by

G (t; s) =
1

2

�
(1� s) t2 + ��t3	1 (s) ; t 6 s
(�s+ 2t� t2) s+ ��t2 (1� t)	2 (s) ; s 6 t

where

	1 (s) =
m�2X
i=1

�i (1� s) and 	2 (s) =
m�2X
i=1

�is

and

�� =
1

1�
Pm�2

i=1 �i�i

Then the following assertions hold

(i) For every �xed s 2 [0; 1] , the function G(:; s) is right derivable on [0; 1[ and left derivable

on ]0; 1] . Its derivative is given by�
@G

@t

�
+

(t; s) =

�
(1� s) t+ 3

2
��t2	1 (s) ; t 6 s

(1� t) s� ��t (3t� 2)	2 (s) ; s 6 t

�
@G

@t

�
�
(t; s) =

�
(1� s) t+ 3

2
��t2	1 (s) ; t 6 s

(1� t) s� ��t (3t� 2)	2 (s) ; s 6 t

This implies that G(:; s)is derivable on the intervals [0; s] and [s; 1].

(ii) G(:; :) and@G
@t
(:; :) satis�es

jG (t; s)j 6MG and

����@G@t (t; s)
���� 6MG 8 (t; s) 2 [0; 1]� [0; 1]

where

MG = 1 +
3

2
j��j

m�2X
i=1

j�ij
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(iii) If u 2 W 3;1([0; 1]; E) with u (0) = u0 (0) = 0; and u0 (1) =
Pm�2

i=1 �iu
0 (�i) ; then

u (t) =

Z 1

0

G(t; s)u000 (s) ds; 8t 2 [0; 1] :

(iv) Let f 2 L1([0; 1]; E) and let uf : [0; 1]! E be the function de�ned by

uf (t) =

Z 1

0

G(t; s)f (s) ds; 8t 2 [0; 1] :

Then we have

u
f
(0) = u0

f
(0) = 0; and u0

f
(1) =

m�2X
i=1

�iu
0 (�i)

Further the function u
f
is derivable on [0; 1] and its derivative u0

f
is de�ned by

u0
f
(t) = lim

h!0

u
f
(t+ h)� u

f
(t)

h
=

Z 1

0

@G

@t
(t; s) f (s) ds

(v) If f 2 L1([0; 1]; E) , the function u0
f
is scalarly derivable, that is, for every x� 2 E 0, the

scalar function
D
x�; u0

f
(:)
E
is derivable and

�u000
f
(t) = f(t) a.e. t 2 [0; 1]:

Lemma 4.2.2 Let the Assumption (A) hold and let f 2 C([0; 1]; E) (resp. f 2 L1([0; 1]; E)).

Then the m�point boundary problem

�u000 (t) = f (t) ; t 2 (0; 1) ; (4.1)

u (0) = u0 (0) = 0; u0 (1) =
Pm�2

i=1 �iu
0 (�i) : (4.2)

has a unique C3([0; 1]; E)-solution (resp. W 3;1([0; 1]; E)-solution) de�ned by

u (t) =

Z 1

0

G(t; s)f (s) ds; 8t 2 [0; 1] :

Theorem 4.2.1 Let E be a Banach space, let X be a nonempty convex closed subset of E, and

let ' be a contractive multivalued map with convex closed values from X into itself. Then the

set

Fix(') = fx 2 X : x 2 '(x)g

is an absolute retract.

Proof. See Ricceri [47].
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4.3 Topological Properties of the Solutions Set

4.3.1 Compactness of the solutions set in C1([0; 1]; E)

Theorem 4.3.1 Let (A) hold. Let � : [0; 1] ! P(E) be a convex compact valued, measurable

and integrably bounded multifunction. Let F : [0; 1] � E � E ! P0(E) be a convex compact

valued multifunction satisfying the following conditions:

(A1) F is L ([0:1])
 B (E)
 B (E)� measurable.

(A2) There exist positive functions l1; l2 2 L1([0; 1];R) with MGjjl1 + l2jjL1 < 1 such that

jd (z1; F (t; x1; y1))� d(z2; F (t; x2; y2))j � jjz1 � z2jj+ l1(t)jjx1 � x2jj

+l2(t)jjy1 � y2jj

for all (t; x1; y1; z1); (t; x2; y2; z2) 2 [0; 1]� E � E � E.

(A3) F (t; x; y) � �(t) , for all (t; x; y) 2 [0; 1]� E � E.

Then the W 3;1([0; 1]; E)-solution set,(SPF2) ; of the problem (PF2) is compact in C1([0; 1]; E).

Proof. Step 1. Clearly � ! G(t; �)�(�) is a convex compact valued, measurable multi-

function. Since � is integrably bounded we have

G(t; �)�(�) � G(t; �) j�(t)jBE;

that is, � ! G(t; �)�(�) is also integrably bounded. By Proposition 6.2.3 in [11] we deduce

that the multivalued integral
R 1
0
G(t; s)�(s)ds is norm compact in E. Similarly, it�s not di¢ cult

to check that
R 1
0
@G
@t
(t; s)�(s)ds is norm compact in E.

Step 2. Let (un)n2N be a sequence of W 3;1([0; 1]; E)-solutions in (SPF2), so

un (t) =

Z 1

0

G(t; s)u000n (s) ds; (4.3)

u0n (t) =

Z 1

0

@G

@t
(t; s)u000n (s) ds (4.4)
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and

� u000n (t) 2 F (t; un (t) ; u0n (t)) � �(t); a:e:t 2 [0; 1]: (4.5)

It�s easy to see that (u000n )n2N is uniformly integrable using the estimates

ku000n k 6 sup fkzk : z 2 �(t)g 6 j�(t)j ;

ku0n (t)k 6
Z 1

0

����@G@t (t; s)
���� ku000n (s)k ds

6 MG

Z 1

0

j�(s)j ds <1:

Let t; � 2 [0; 1]. It follows from (4:3) that

kun (t)� un (�)k =
Z 1

0

jG(t; s)�G(� ; s)j ku000n (s)k ds

6
Z 1

0

jG(t; s)�G(� ; s)j j�(s)j ds: (4.6)

On the other hand, by the de�nition of the Green function G we have

G(t; s)�G(� ; s) = G (t; s) =
1

2

�
(1� s) (t2 � � 2) + �� (t3 � � 3)	1 (s) ; t 6 s
�s ((t� �) (t+ � � 2)) + [(t2 � t3) + (� 3 � � 2)]��	2 (s) ; s 6 t

(4.7)

Combining (4:6) and (4:7), it is not di¢ cult to check that fun : n 2 Ng is equicontinuous in

C([0; 1]; E). Further, for each t 2 [0; 1], the set fun : n 2 Ng is relatively compact in E because

it is included in the norm compact set
R 1
0
G(t; s)�(s)ds. So by Ascoli�s theorem, fun : n 2 Ng

is relatively compact in C1([0; 1]; E):

Similarly, by using the properties of @G
@t
tand the relations

u0n (t)� u0n (�) =

Z 1

0

�
@G

@t
(t; s)� @G

@t
(� ; s)

�
u000n (s) ds;

@G

@t
(t; s)� @G

@t
(� ; s) =

� �
(t� �)

�
1� s+ 3

2
(t+ �)

��
��	1 (s) ; t 6 s

(� � t) s+ (t� �) (3 (t+ �) + 2)��	2 (s) ; s 6 t

we deduce that fu0n : n 2 Ng is equicontinuous in CE([0; 1]). In addition, for each t 2 [0; 1],

the set fu0n : n 2 Ng is included in
R 1
0

@G
@t
(t; s)�(s)ds ds which is a compact subset of E. So

fu0n : n 2 Ng is relatively compact in C1([0; 1]; E) using the Ascoli�s theorem.
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From the above results, we deduce that there exists a subsequence of (un)n2N still denoted by

(un)n2N which converges uniformly to u1 2 C1([0; 1]) with u1 (0) = u01 (0) = 0; u01 (1) =Pm�2
i=1 �iu

0
1 (�i) . Furthermore, (u

0
n) converges uniformly to u

0
1 and (u000n ) weakly converges in

L1([0; 1]; E) to w1 2 L1([0; 1]; E) . For every x0 2 E 0 and for every t 2 [0; 1], we have

hx0; u1 (t)i = lim
n!1

hx0; un (t)i

= lim
n!1

�
x0;

Z 1

0

G(t; s)u000n (s) ds

�
= lim

n!1

Z 1

0

hG(t; s)x0; u000n (s)i ds

=

Z 1

0

hG(t; s)x0; w1 (s)i ds

=

�
x0;

Z 1

0

G(t; s)w1 (s) ds

�
This implies that u1 (t) =

R 1
0
G(t; s)w1 (s) ds, for a. e t 2 [0; 1]. Using the Lemma 4.2.1 (v)

we get

�u0001 (t) = w1 (t) for a.e t 2 [0; 1]

Using (4:5) and the same arguments as in ([12];Corollary 5.1), involving the lower semi conti-

nuity of integral functional for strong- weak topology in on L1([0; 1]; E)�L1([0; 1]; E) (see [11],

Theorem 8.1.6), we conclude that �u0001 (t) 2 F (t; u1(t); u01(t)) ; a.e. t 2 [0; 1]. The proof of our

theorem is complete.

4.3.2 Retract of the solutions set in C1([0; 1]; E)

Theorem 4.3.2 Let (A) hold. Let � : [0; 1]! Pc;cv(E) be a convex compact valued,measurable

and integrably bounded multifunction. Let F : [0; 1]� E � E ! Pc;cv(E) be a convex compact

valued satisfying the conditions (A1)� (A2) as in Theorem 4.3.1 and

(B1) F (t; x; y) � �(t) , for all (t; x; y) 2 [0; 1]�RBE �BE. where R =MG

R 1
0
j� (s)j ds:

Then the W 3;1([0; 1]; E)-solution set of the problem (PF2)is a retract in C1([0; 1]; E).

Proof. In the following we denote the set
n
y 2 C1([0; 1]; E) : kykC1([0;1];E) � R

o
by D.
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For u 2 D, we put

M (y) =
�
f 2 L1 ([0; 1]; E) : f (t) 2 F (t; y (t) ; y0 (t)); a:e:t 2 [0; 1]

	
� S1�

and

N (y) = fuf : f 2M (y)g

where uf (t) =
R 1
0
G(t; s)f (s) ds; is the unique solution of the problem

�u000 (t) = f (t) ; a.e. t 2 (0; 1) ;

u (0) = u0 (0) = 0; u0 (1) =
Pm�2

i=1 �iu
0 (�i) :

It is easy to see thatM (y) a is non-empty, convex closed and bounded subset of L1 ([0; 1]; E) .

MoreoverM (y) is weakly compact in L1 ([0; 1]; E) using the weakly compactness of S1� (the set

of all integrable selections of �).

For f 2M (y) , we have

f (t) 2 F (t; y (t) ; y0 (t)) � � (t) a.e. t 2 (0; 1) :

So

kuf (t)k =
Z 1

0

G(t; s)f (s) ds

 �MG

Z 1

0

f (s) ds

 � R

This implies that N (y) � D .

On the other hand it is easy to see that N (y) is a non-empty and convex subset of C1 ([0; 1]; E)

. Moreover by Theorem 4.3.1, N (y) is compact in C1 ([0; 1]; E) . So N de�nes a non-empty,

convex and compact valued multifunction from D into itself. Let y1; y2 2 D . We need to prove

that there exists � 2 (0; 1) satisfying

Hd� (N (y1) ;N (y2)) � � ky1 � y2kC1([0;1];E) ; (4.8)

where Hd�(�;�) is the Hausdor¤ distance on the space of compact subsets of C1 ([0; 1]; E). Let

z1 2 N (y1) be arbitrary. Then z1 = uf1 for some f1 2M(y1) . By using a standard measurable

selection theorem, there exists a Lebesgue-measureable f2 : [0; 1]! E such that

f2 (t) 2 F (t; y2 (t) ; y02 (t)); 8t 2 [0; 1]
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and

kf1 (t)� f2 (t)k = d (f1 (t) ; F (t; y2 (t) ; y
0
2 (t))) ; 8t 2 [0; 1]

As f1 2M(y1) we have

kf1 (t)� f2 (t)k = Hd (F (t; y1 (t) ; y
0
1 (t)); F (t; y2 (t) ; y

0
2 (t)))

� l1 (t) ky1 (t)� y2 (t)k+ l2 (t) ky01 (t)� y02 (t)k

� (l1 (t) + l2 (t)) ky1 � y2kC1E([0;1]) :

This implies that f2 2M(y2) . So we have

kuf1 (t)� uf2 (t)k =

Z 1

0

G(t; s) (f1 (s)� f2 (s)) ds


� MG

Z 1

0

kf1 (s)� f2 (s)k ds

� MG kl1 + l2kL1E([0;1]) ky1 � y2kC1E([0;1])

and u0f1 (t)� u0f2 (t)
 =

Z 1

0

@G

@t
(t; s) (f1 (s)� f2 (s)) ds

 ;
� MG kl1 + l2kL1E([0;1]) ky1 � y2kC1E([0;1]) :

Hence

kuf1 � uf2kC1E([0;1]) �MG kl1 + l2kL1E([0;1]) ky1 � y2kC1E([0;1]) ;

and consequently

d (uf1 ;N (y2)) �MG kl1 + l2kL1E([0;1]) ky1 � y2kC1E([0;1]) :

Whence we get

sup
z12N (y1)

d (z1;N (y2)) �MG kl1 + l2kL1E([0;1]) ky1 � y2kC1E([0;1]) :

From this and the analogous inequality obtained by interchanging the roles of y1 and y2 we obtain

(4:8) with � = MG kl1 + l2kL1([0;1];E) . By Theorem 4.2.1, Fix (N ) is a retract of C1 ([0; 1]; E)

. On the other hand, it is clear that Fix (N ) is also the solutions set of the problem (PF2).

The proof of the theorem is complete.
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